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Abstract—The IEEE 802.11 standard for wireless local area networks defines a power management algorithm for Independent Basic
Service Set (IBSS) allowing it to save critical battery energy in low powered wireless devices. The power management algorithm for
IBSS uses beacon intervals (BIs) as the time unit, where every BI consists of an Announcement Traffic Indication Message (ATIM)
window and a data window. The stations that have data to send need to go through a handshaking procedure in the ATIM window. If
this handshaking is successful, the station remains awake in the data window and participates in the data communication. Otherwise,
it goes into the sleep mode. This paper presents an analytical model to compute the throughput, expected delay and expected power
consumption in an IEEE 802.11 IBSS in Power Save Mode (PSM) for different traffic conditions in the network. The impact of data
arrival rate, network size and size of the BI on the performance of the IEEE 802.11 DCF in PSM is also analyzed. This analysis reveals
a clear trade-off among throughput, delay and average power consumption. The trade-off analysis is useful for designing efficient power
consumption algorithms while maintaining the consistence performance of the network in terms of throughput and delay.
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1 INTRODUCTION

The IEEE 802.11 standard for Wireless Local Area Net-
work (WLAN) medium access control and physical
layer specification [1] supports two operating modes
for wireless stations. The first one is Infrastructure Basic
Service Set, where every wireless station communicates
through an Access Point (AP) connected with the dis-
tribution system. The second communication mode is
termed as Independent Basic Service Set (IBSS) where
the stations create infrastructureless ad-hoc connections
between themselves, and communicate with each other
through a contention based channel access mechanism.
IBSS has several applications ranging from mobile ad-
hoc networks (MANETs) to vehicular and sensor net-
works. Several research directions are being explored to
design effective channel access and routing mechanisms
for utilizing the network resources effectively and effi-
ciently. The wireless stations that form an IBSS are often
battery enabled low power devices. Therefore, to save
critical battery resources, the standard supports power
save mode (PSM) operation along with the distributed
coordination function (DCF) for MAC layer channel
access. In PSM if a station does not send or receive data
in a time slot then it should go into the sleep mode to
save battery power that otherwise would be wasted due
to the idle listening. To enable this design, the standard
divides time into BIs, and every BI is divided into an
ATIM window and a data window. The station that
has data frames to send, is allowed to do so only if it
can successfully transmit an ATIM frame in the ATIM

The authors are with the Department Computer Science and Engineering,
Indian Institute of Technology, Guwahati, INDIA 781039. e-mail: {pravati,
c.sandip, sukumar, pbhaduri}@iitg.ernet.in.

window. A station that neither transmits nor receives an
ATIM frame in the ATIM window goes into the sleep
mode in the data window. There are several works that
try to enhance the basic power save operations based on
different network characterizations, such as [2] and the
references therein. However, the basic algorithm remains
similar to the standard with some amendments.

The performance of a network significantly depends
on the traffic characteristics. In the context of network
traffic analysis, the terms ‘saturation’ and ‘unsaturation’
have been used widely. These terminologies can be
defined in two different contexts - based on (i) the
data generation rate, and (ii) the network throughput.
In the context of data generation rate, a station is
called saturated if it transmits traffic at the maximum
supported data rate, otherwise it is called unsaturated.
In the context of network throughput, a network is
called saturated, when the network throughput reaches
its maximum value, otherwise it is called unsaturated.
To avoid the ambiguity, the terms ‘data saturation’ and
‘data unsaturation’ are used to denote the traffic situation
with respect to the data generation rate, and the terms
‘network saturation’ and ‘network unsaturation’ are used
in the context of network throughput. It can be noted
that network saturation does not indicate data saturation
and vice versa. A network can be saturated with large
number of stations, even when every individual station
is not data saturated. Similarly, with a small number of
data saturated stations, a network may still be in the
unsaturated state.

Several researchers have modeled the IEEE 802.11
DCF channel access to characterize the contention based
access mechanism [3]–[7]. However, all these works as-
sume data saturation at individual stations. On the other
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hand, traffic in public wireless LANs follows self-similar
characteristics [8], where data frames from users come
in a burst. Therefore, only the stations that have frames
to transmit contend for the channel access. Thus data
unsaturation is common for practical wireless channel ac-
cess scenarios. This paper analyzes network throughput,
delay and power consumption for IEEE 802.11 DCF PSM
considering different traffic conditions emphasizing both
the data unsaturation and data saturation scenarios. The
proposed analysis is based on a Markov Chain Model of
IEEE 802.11 DCF PSM in the ATIM window along with
the data window. The numerical values obtained from
the proposed theoretical analysis are compared with the
simulation results obtained from Qualnet 5.0.1 network
simulator [9] to validate the proposed model. The effect
of power saving on the network throughput and delay
for different traffic conditions is analyzed for different
network sizes and different BIs. This analysis reveals
a clear trade-off among throughput, delay and average
power consumptions. The trade-off analysis is useful for
designing efficient power consumption algorithms while
maintaining the consistent performance of the network
in terms of throughput and delay.

2 RELATED WORKS

The modeling of IEEE 802.11 DCF based channel access
has been pioneered by Bianchi [3] where the author
has used a two dimensional Markov chain to model
the binary exponential back-off (BEB) mechanism and
showed the effect of contention window (CW) value on
the network throughput. The analysis by Bianchi [3] con-
siders both Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) based basic access mechanism
and RTS/CTS access mechanism for virtual carrier sens-
ing. Although the model provides a good approximation
of the DCF performance, it considers an ideal channel
condition and saturated network traffic scenario. Several
works have extended Bianchi’s analysis for IEEE 802.11
DCF. In [4], the authors have presented a three dimen-
sional Markov chain model to analyze the IEEE 802.11
DCF in a heavy traffic load, in the absence of hidden
terminals. They have shown the effect of retry limit and
network size on the performance of MAC-layer channel
access. Haitao et al. have analyzed the performance of a
Reliable Transport Protocol (RTP) over the IEEE 802.11
DCF [5]. Several other works exist that consider constant
CW [6], prioritized traffic [7] etc to model IEEE 802.11
channel access performance.

The works described till now do not consider channel
conditions, and a traffic model with unsaturated data
traffic scenario. In [10], the authors have presented an
analytical model to account for burst frame arrival by
adding an extra idle state after each frame transmission,
where the number of idle states follow a geometric
distribution. Yzheng et al. [11] have considered the im-
pact of incoming traffic loads, different frame sizes, the
MAC layer queue and the imperfect wireless channels

on the performance of DCF protocol. In [12], the authors
have modeled the DCF protocol in unsaturated hetero-
geneous conditions having different traffic arrival rates.
They have considered fairness issues between competing
flows. The paper [13] presented an analytical model of
IEEE 802.11 in the presence of non ideal transmission
channel and capture effects. Yi et al. [14] evaluated the
hidden station effect on data unsaturation.

The effect of power saving on IEEE 802.11 DCF has
not been addressed adequately by the existing analytical
models. However, some works exist that have modeled
the power consumption in IEEE 802.15.4 personal area
networks. Nilsson et al. [15] have modeled the energy
consumption at wireless interface for ad-hoc networks
with contention based channel access. In [16], the authors
have modeled the contention based MAC protocol for
IEEE 802.15.4 network and analyzed the power con-
sumption based on network traffic. In [17], the authors
have presented an experimental analysis of the per frame
energy consumption in IEEE 802.11 WLAN devices. In
an earlier paper [18], we have presented the throughput,
delay and power analysis of IEEE 802.11 DCF PSM in
saturated traffic condition. However, the earlier model
does not consider network and traffic unsaturation, and
therefore does not reflect real world traffic scenarios. So,
it is important to extend the analytical model [18] by
considering data and network unsaturation at individual
stations.

3 THE IEEE 802.11 DCF IN PSM
The IEEE 802.11 standard [1] uses DCF for MAC layer
channel access. This paper considers the basic access
mechanism for DCF. The DCF basic access combines
the standard CSMA/CA protocol along with the BEB.
Whenever a station has a data frame in its interface
queue, it first senses the channel. If the medium is sensed
idle for a period larger than the Distributed Inter-frame
Space (DIFS) time then a station starts transmitting the
data frame, otherwise it defers the transmission until the
medium is free. The back-off time is chosen as follows;

Back-off Time = Random()× Slot Time

where the random value is uniformly distributed be-
tween [0, CW − 1] where CWmin ≤ CW ≤ CWmax.
CWmin and CWmax are the minimum and the maximum
CW size. These values are based on the physical modula-
tion characteristics. As long as the channel is sensed idle,
the back-off counter is decremented. The back-off value
is frozen when the channel is sensed busy. After each
unsuccessful transmission, the value of CW is doubled
up to CWmax = 2m(CWmin). The constant m is called
maximum back-off stage. For a successful transmission,
the CW is reset to CWmin.

The IEEE 802.11 standard [1] defines power save tech-
nique for IBSS. It is assumed that all the stations are
synchronized, and are awake at the beginning of each
BI. The stations in PSM wake up periodically to listen to



IEEE TRANSACTIONS ON MOBILE COMPUTING 3

the beacon messages, and stay awake for a period of time
called the ATIM window. The ATIM frame is a control
frame which is exchanged by the stations within the
ATIM window to determine whether to go for PSM, or
to stay awake for data transmission after the end of the
ATIM window. When a station has a data frame to send,
it first transmits an ATIM frame to the corresponding
receiver during the ATIM window, following the 802.11
CSMA/CA DCF back-off mechanism as specified in the
standard [1]. The IEEE 802.11 standard [1] does not
define the retry limit for the ATIM frame transmission in
IBSS. However, the paper [19] defines the retry limit of
three for an ATIM frame transmission within an ATIM
window and up to three BIs. If the ATIM frame is not
transmitted successfully within an ATIM window, the
corresponding data frame is buffered for the next beacon
interval. After the third ATIM window, if the ATIM
frame is not transmitted successfully then the data frame
is dropped. A similar assumption is made in this paper
to model the ATIM frame transmission.

After successful transmission of an ATIM frame, the
ATIM sender and the receiver remain awake for the rest
of the BI (data window) for data frame transmission, and
the rest of the stations go into the sleep state to save
battery energy. The data frame transmission is based on
CSMA/CA along with the BEB. It can be noted that the
standard does not specify the number of BIs for data
frame transmission. In the paper [20] the authors have
explained by theoretical analysis and simulation results
that a single data window is sufficient to successfully
transmit a data frame after transmitting an ATIM frame
successfully in the ATIM window. A similar assumption
is made in this paper for data frame transmission.

4 MODELING AND ANALYSIS OF IEEE 802.11
PSM FOR DIFFERENT TRAFFIC CONDITIONS

4.1 Network Model Assumption
The following assumptions are made to model and
analyze the performance of IEEE 802.11 PSM at different
traffic conditions.

1) The network consists of n stations with basic access
mechanism enabled for data frame communication.

2) Every station has data traffic with probability α
(0 < α ≤ 1), called the packet available probability.
The value of α is derived from the frame generation
rate at the application layer. If α = 1, each station
always has data frames to transmit (data saturation
condition).

3) The retry limit for an ATIM frame is three within one
beacon interval. [19]

4) A station can try at most three beacon intervals for
successful transmission of one ATIM frame [19].

5) One data window is sufficient to successfully trans-
mit a data frame, after transmitting an ATIM frame
successfully in the ATIM window [20].

6) There is no higher layer buffering of data frames.
When a data frame is generated, it is forwarded to
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Fig. 1. Markov model for IEEE 802.11 IBSS PSM

the MAC layer. This point is assumed to isolate the
higher layer effects over the MAC layer modeling.

4.2 System Model
Let the random process s(t) represent the back-off stage,
which denotes the retry limit to transmit an ATIM or a
data frame within one BI. The second random process
b(t) is used to represent the back-off counter. Let the
back-off counter be decremented by one at the beginning
of each slot. The value of b(t) depends on the back-off
stage s(t). In the ith back-off stage (s(t) = i), the back-
off counter value is within [0,Wi − 1] where Wi = 2iW0

and W0 is the initial CW (CWmin). From the assumption
in Subsection 4.1 (point 3), the value of the back-off
stage s(t) is within {0, 1, 2} for the ATIM window. For
the data window, s(t) is within {0...m}, where m is the
maximum retry limit to transmit a data frame in the
data window. The third random process a(t) represents
the back-off layer that indicates the number of beacon
intervals used to successfully transmit an ATIM frame.
From the assumption in Subsection 4.1 (point 4), the
value of the back-off layer a(t) is within {0, 1, 2}.

The channel access mechanisms for the ATIM and the
data frame transmissions in IEEE 802.11 IBSS PSM are
modeled using two discrete time Markov models, one
for the ATIM frame transmission and the other for the
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(1) P{I|I} = 1− α
(2) P{(0, j, 0)′ |I} = α

W0
, j ∈ [0,W0 − 1];

(3) P{(i, j, k)′ |(i, j + 1, k)
′} = 1− qa, i ∈ [0, 2], j ∈ [0,Wi − 1], k ∈ [0, 2];

(4) P{(0, j, k + 1)
′ |(i, j′, k)′} = qa

W0
, i ∈ [0, 2], j ∈ [0,W0 − 1], k ∈ [0, 1], j′ ∈ [0,Wi − 1];

(5) P{I|(i, j, 2)′} = qa, i ∈ [0, 2], j ∈ [0,Wi − 1];
(6) P{I|(2, 0, 2)′} = pa × (1− qa),
(7) P{(0, j, k + 1)

′ |(2, 0, k)′} = pa×(1−qa)
W0

, j ∈ [0,W0 − 1], k ∈ [0, 1];
(8) P{(i+ 1, j, k)

′ |(i, 0, k)′} = pa×(1−qa)
Wi

, i ∈ [0, 1], j ∈ [0,Wi − 1], k ∈ [0, 2];
(9) P{(i, j)′′ |(i, j + 1)

′′} = 1− qd, i ∈ [0,m], j ∈ [0,Wi − 1];
(10) P{I|(i, j)′′} = qd, i ∈ [0,m], j ∈ [0,Wi − 1];
(11) P{(0, j)′′ |(i, 0)′′} = α(1−pd)(1−qd)

W0
, i ∈ [0,m], j ∈ [0,W0 − 1];

(12) P{I|(i, 0)′′} = (1− α)(1− pd)(1− qd), i ∈ [0,m];
(13) P{(i+ 1, j)

′′ |(i, 0)′′} = pd×(1−qd)
Wi

, i ∈ [0,m], j ∈ [0,Wi − 1];
(14) P{(0, j)′′ |(m, 0)′′} = α(1−qd)

W0
, j ∈ [0,W0 − 1];

(15) P{I|(m, 0)′′} = (1− α)(1− qd),

(1)

data frame transmission, as shown in Fig 1, where the
state G is a dummy state to connect the two models as
a representation of the combined procedure. As the two
access mechanisms are independent, the inter-transitions
between the two models are shown using dotted arrows.
Although the two Markov models are independent,
the number of active stations that participate in the
channel access during the data window is governed
by the probability of successful transmissions of the
corresponding ATIM frames. Therefore, the number of
active stations participating in the ATIM contention is
determined by the data generation probability, whereas
for the data window, the number of active stations partic-
ipating in the contention depends on the data generation
probability, as well as on the probability of successful
transmissions in the ATIM window.

Another state I is introduced in the combined model
to represent the data unsaturation at a station. State I
caters to the following two situations:
• after a successful frame transmission, there is an-

other frame in the buffer, with probability α,
• the buffer is empty, and the station waits for the

next frame at state I with probability 1− α.
Let pa denote the conditional collision probability in the
ATIM window and pd the same for the data window. The
quantities qa and qd are the probabilities that the ATIM
and data window end when a station is attempting to
transmit an ATIM frame and a data frame respectively.
The one-step non zero transition probabilities of the
Markov chain in Fig. 1 are presented in equation (1),
where a single prime (′) represents the transition prob-
abilities in the ATIM window and a double prime (′′)
represents transition probabilities in the data window.
These transition probabilities are summarized as follows;

1) The first equation represents the probability that the
station has no frame in the buffer to transmit, (1−α).

2) The second equation states that a station has a data
frame in the buffer to transmit with probability α.

3) The third equation indicates that within the ATIM
window, the ATIM frame back-off counter decre-
ments with probability (1− qa).

4) The fourth equation depicts that at any back-off
stage and for any back-off counter value, if the
ATIM window ends, the system tries to retransmit
the ATIM frame with back-off stage 0 in the next
ATIM window.

5) The fifth equation presents an unsuccessful trans-
mission of an ATIM frame, when the ATIM window
ends at the third BI (indicated by a(t) = 2).

6) The sixth equation indicates that at the third ATIM
window and at the last retry limit, the ATIM frame
is discarded, and the buffer is checked for new data
frame.

7) The seventh equation indicates that there is a colli-
sion at the last attempt within an ATIM window.

8) The eighth equation represents that the station in-
creases the back-off stage, and selects the back-off
counter uniformly after an unsuccessful transmis-
sion of an ATIM frame.

9) The ninth equation implies that within the data
window the data frame back-off counter decrements
with probability (1− qd).

10) The tenth equation indicates the end of data win-
dow has been reached at any back-off stage or any
back-off counter, resulting in dropping of the data
frame.

11) The eleventh equation models the successful trans-
mission of a data frame, and the presence of has a
next frame in the buffer to transmit with probability
α.

12) The twelfth equation depicts that after a successful
transmission of data frame the station goes to the
idle state with probability (1− α).

13) The thirteenth equation represents that the station
increases the back-off stage and chooses the back-
off counter uniformly after an unsuccessful trans-
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mission of a data frame within the data window.
14) The fourteenth equation models that there may be a

successful or an unsuccessful transmission of a data
frame at the last back-off stage, and the station has
another frame in the buffer to be sent.

15) The fifteenth equation implies that at the last back-
off stage, there may be a successful or an unsuc-
cessful transmission of a data frame and the buffer
is empty. So the station goes to the idle state.

4.3 Model Analysis

Let b
′

i,j,k and b
′′

i,j be the stationary distributions of the
Markov chain for the ATIM and the data windows,
respectively. Here,

b
′

i,j,k = lim
t→∞

P{s(t) = i, b(t) = j, a(t) = k},

i ∈ [0, 2], j ∈ [0,Wi − 1], k ∈ [0, 2]

and

b
′′

i,j = lim
t→∞

P{s(t) = i, b(t) = j}, i ∈ [0,m], j ∈ [0,Wi− 1]

To obtain a closed-form solutions for the Markov chain
presented in Fig. 1, iterative equation (2) and equation (3)
are used:

b
′

i,0,k = pa(1−qa)
Wi

∑Wi−1
l=0 (1− qa)lb

′

i−1,0,k 0 < i ≤ 2
(2)

b
′′

i,0 = pd(1−qd)
Wi

∑Wi−1
l=0 (1− qd)lb

′′

i−1,0 0 < i ≤ m (3)

The stationary probabilities for each state of the Markov
models presented in Fig. 1 are derived in equation (4)
and equation (5).

b
′

i,j,k =


α
W0
bI , i = 0, j =W0 − 1, k = 0;

M1, i = 0, j ∈ [0,W0 − 2], k = 0;
M2, i = 0, j =W0 − 1, k ∈ [1, 2]

(4)

b
′′

i,j =

{
N1, i = 0, j =W0 − 1;
N1 ×N2, i = 0, j ∈ [0,W0 − 2]

(5)

The values of M1, M2, N1 and N2 are

M1 =
α

W0
bI ×

W0−(j+1)∑
l=0

(1− qa)l

M2 =
1

W0

pa(1− qa)b′2,0,k−1 + qa

2∑
i=0

Wi−1∑
j=0

b
′

i,j,k−1


N1 =

Pas
W0

[
1 + α

(
(1− pd)(1− qd)

m−1∑
i=0

b
′′

i,0 + (1− qd)b
′′

m,0

)]

N2 =

W0−(j+1)∑
l=0

(1− qd)l

Let Pas be the probability of successful transmission of
an ATIM frame. The derivation of Pas is discussed later
in the paper. The stationary probability in the state I is,

bI = b
′

2,0,2 + qa
∑W2−1
j=1 b

′

2,j,2 +
∑1
i=0

∑Wi−1
j=0 b

′

i,j,2

+(1− α)bI
= 1

α

[
(1− qa)b

′

2,0,2 + qa
∑2
i=0

∑Wi−1
j=0 b

′

i,j,2

]
(6)

A normalization condition is required to compute the
value of b

′

0,0,0. It can be noted that the normalization con-
dition for the ATIM frame transmission is independent
of the data frame model. The normalization equation is
represented as,

1 =
∑2
k=0

∑m
i=0

∑Wi−1
j=0 b

′

i,j,k + bI (7)

From equation (2), equation (3), equation (6) and equa-
tion (7) the value of b

′

0,0,0 is written as,

b
′

0,0,0 = 1
X(1+Y+Y 2L) (8)

where,

A =

(
(1− qa)pa

qa

2
)
× 1

Wi
×
(
1− (1− qa)(Wi−j)

)
×

i−1∏
j=1

(
1− (1− qa)Wj

Wj

)

B =
((1− qa)pa)

qa

2 2∏
j−1

(
1− (1− qa)Wj

Wj

)
C =B × pa(1− qa)

X =

2∑
i=0

Wi−1∑
j=0

A

Y =
1

W0
[C + qaX]

W0−1∑
l=0

(1− qa)l

L =X +
1

α
((1− qa)B + qaX)

Let τa be the probability that a station transmits an ATIM
frame in a randomly chosen slot. Hence,

τa =

2∑
k=0

2∑
i=0

b
′

i,0,k (9)

The value of τa is obtained by solving equation (2),
equation (4) and equation (8). The relation between pa
and τa is,

pa = 1− (1− τa)n
′−1. (10)

where n′ is the number of active stations participating
in the contention at the ATIM window. As ATIM frames
are generated instantaneously at the MAC layer in the
ATIM window, if a station has a data frame to transmit
n′ can be approximated as, n′ = dnαe where n is the total
number of stations in a network. The values of τa and
pa are solved numerically using fixed point iteration. Pas
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is the probability of successful transmission of an ATIM
frame. Pas is calculated as follows:

Pas =
n′τa(1− τa)(n

′−1)

1− (1− τa)n′ . (11)

Similarly, we find out the probability of success for a
data frame transmission after successfully transmitting
an ATIM frame. Let τd be the probability that a station
transmits a data frame in a randomly chosen slot in the
data window. So the value of τd depends on the value
of τa. The τd is represented as:

τd =

m∑
i=0

b
′′

i,0 (12)

From equation (3), the value of b
′′

i,0 is expressed in terms
of b

′′

0,0 as follows:

m∑
i=0

b
′′

i,0 =

m∑
i=0

Fib
′′

0,0 (13)

Where,

Fi =

(
pd(1− qd)

qd

)i i∏
j=1

(
{1− (1− qd)Wj}

W j

)

Similarly, from equation (5), b
′′

0,0 = 1
R where,

R =
W0qd

α(1− (1− qd)W0)
−

{(1− pd)(1− qd)
m−1∑
i=0

Fi + (1− qd)Fm} (14)

The relation between pd and τd is

pd = 1− (1− τd)(n
′′−1). (15)

where n′′ is the number of active stations participating
in the contention at the data window. For simplicity,
we assume that a sender can send multiple data frames
only to a single receiver in a data window. Further
according to assumption (6) as stated earlier, there is
no higher layer buffering of data packets, and therefore
n′′ can be approximated as, n′′ = d(nα × Pas)e where n
is the total number of stations in the network. Let Ptr
be the probability that there is at least one data frame
transmission in the considered slot. Let Pds be the joint
probability that a data frame is transmitted successfully
after the successful transmission of an ATIM frame. The
values of Ptr and Pds are given by,

Ptr = 1− (1− τd)n
′′

(16)

Pds =
n

′′
τd(1− τd)n

′′
−1

Ptr
. (17)

SS

spread

t

age x(t)

n n+1

(T)

excess y(t)

Fig. 2. The age and excess time of a renewal process [21]

4.4 Estimation of probability α, qa, qd

Let λ be the frame arrival rate at every station from
the upper layer. Assuming the data traffic is generated
according to a Poisson distribution1, the probability α
that a station has a data frame to send, is computed as;

α = 1− e−λE[sd] (18)

Here sd is the duration of a data slot and E[sd] is the
expected slot time in the data window. E[sd] is governed
by the Markov model discussed earlier, and can be
computed as follows. The average length of a slot in a
data window is computed by considering three mutually
exclusive and exhaustive cases. (1−Ptr) is the probability
that a slot is empty, PdsPtr is the probability of successful
transmission of data, and (1 − Pds)Ptr is the collision
probability for a data frame. Therefore,

E[sd] = (1− Ptr)σ + PdsPtrTs + (1− Pds)PtrTc (19)

Here Ts and Tc are the average time the channel is sensed
busy because of a successful transmission or a collision
in the data window, respectively and σ is the empty slot
time. Ts and Tc are calculated as follows,

Ts = DIFS +H + E[P ] + 2δ + SIFS + ACK

Tc = DIFS +H + E[P ] + SIFS + ACKTO (20)

According to the assumption in Subsection 4.1 (point 1),
every station accesses the channel using the basic access
mechanism. Here DIFS and SIFS denote DCF inter-
frame space time (in slots), and short interface space
time (SIFS) respectively. ACK is the acknowledgment
duration in slots. It has been assumed that all packets
have the same size, so E[P ] = P is the average payload.
The ACK timeout (ACKTO) is included in Tc according
to the standard [1] specification, and a station waits
for an EIFS time when the channel is sensed busy
because of collision. Let EIFS = SIFS + ACKTO +DIFS.
H = PHYhdr +MAChdr be the packet header, and δ the
propagation delay.

Let Z(t) be a renewal process. The spread T of a
renewal process is defined as the time interval after
which the renewal occurs. The age of a renewal process
x(t) is defined as the time interval since the last renewal.
The excess (or residual time) of a renewal process y(t) is

1. The Poisson assumption of traffic generation is only a representa-
tive case used in this paper for modeling the effect of the traffic arrival
on the MAC layer performance. Any other traffic distributions can be
used depending on the specific scenarios, and the probability α, qa and
qd can be calculated according to that distribution, following a similar
procedure.
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the time to the next renewal after t [21]. The spread, age
and excess of a renewal process are shown in Fig. 2. Let
Si denote the time of the ith renewal. It can be noted
that x(t) and y(t) are independently distributed. As the
traffic arrival is assumed to be Poisson, the time from
t to the next renewal is exponentially distributed, and
independent of all previously occurred renewals [22].
Therefore, {Z(t), t ≥ 0, t ≤ T} is a Poisson process with
rate λ. According to the theorem of limiting distribution
of excess time [21],

P{y(t) ≤ s|t ≤ T} = 1

E[κ]

s∑
i=0

P{i ≤ κ ≤ T} (21)

where s is the minimum time duration to transmit an
ATIM frame (in the ATIM window) or a data frame (in
the data window), and κ is the inter-arrival time of the
renewal process, such that 0 ≤ κ ≤ T .

As discussed earlier, qa and qd denote the probability
of the ending of the ATIM window and the data window
respectively. The size of the ATIM window and data win-
dow is assumed to be fixed as mentioned in Section 4.1.
The probabilities qa and qd depends on λ which is the
packet arrival rate. That means they depend on network
load. It is obvious that if the number of packets increase,
the probability of qa and qd increase. Let Za(t) denote the
number of transmissions within an ATIM window, and
Zd(t) the number of transmissions within a data window.
Then Za(t) and Zd(t) are two counting processes with
inter-arrival time sa and sd respectively, where sa and sd
are the durations of an generic ATIM slot and a generic
data slot, respectively. The counting process of each
state eventually reaches its steady state. Let ea(t) be the
excess time in an ATIM window. In the ATIM window,
every station waits for SIFS interval before accessing the
channel. Then for an ATIM window, the probability of
the ATIM window ending is expressed as the probability
that excess time is less than the SIFS interval plus the
mean slot duration in the ATIM window. Let TATIM be
the size of the ATIM window. From equation (21),

qa = P (ea(t) ≤ SIFS + E[sa]|t ≤ TATIM)

=
1

E[sa]

SIFS+E[sa]∑
i=0

P{i ≤ sa ≤ TATIM} (22)

where E[sa] is the expected slot duration in an ATIM
window, calculated in a similar way as equation (19)
using the success and failure probabilities of the ATIM
window, the average channel busy time and the average
collision time for an ATIM frame transmission. For a
Poisson arrival at ATIM window, the value of P{i ≤
sa ≤ TATIM} can be obtained as follows;

P{i ≤ sa ≤ TATIM}

=

{
1 when i ≤ SIFS
e−λaTATIM − e−λai Otherwise (23)

where λa is the ATIM frame arrival rate. The ATIM
frame arrival rate is proportional to the data arrival

rate, which depends on the number of active stations
in the network. At the beginning of an ATIM window,
ATIM frames are generated by the active stations in the
network. Therefore, λa can be calculated as nα/TATIM.

Similarly let ed(t) be the excess time for the data
window. In a data window, every station waits for the
DIFS interval for accessing the channel. Then for a data
window, the probability that the data window ends is
expressed as the probability that the excess time is less
than the DIFS interval plus the mean slot duration in
the data window. Let TDATA be the size of the DATA
window. So,

qd = P (ed(t) ≤ DIFS + E[sd]|t ≤ TDATA)

=
1

E[sd]

DIFS+E[sd]∑
i=0

P{i ≤ sd ≤ TDATA} (24)

For a Poisson arrival at data window, the value of P{i ≤
sd ≤ TDATA} can be obtained as follows;

P{i ≤ sd ≤ TDATA}

=

{
1 when i ≤ DIFS
e−λTDATA − e−λi Otherwise (25)

With the values of α, qa and qd in hand, the data
window throughput and overall normalized throughput
is derived, as presented in the next subsection.

4.5 Throughput Analysis

Let SDATA denote the normalized system throughput in
the data window for a network.

SDATA =
E[payload information transmitted in a slot]

E[duration of a slot]

Let, E[P ] be the average frame payload size (in terms of
time unit, e.g., µs). Therefore,

SDATA =
PdsPtrE[P ]

E[sd]
(26)

SDATA provides the channel throughput at the data
window only and the value of E[sd] is presented in equa-
tion (19). The overall channel throughput has the ATIM
overhead included with the data window throughput.
The overall normalized throughput, S, is calculated as,

S = SDATA ×
Data Window size

Duration of BI
(27)

4.6 Average MAC Delay

The MAC layer channel access delay is an important
parameter to analyze the performance of IEEE 802.11
IBSS. The average MAC delay is defined as the time
between the arrival of a frame at the interface queue
and the time it is delivered successfully. Let D denote
the average MAC delay. Then D can be written as:

D = D
(a)
succ +D

(d)
succ (28)
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where D
(a)
succ denotes the average delay in transmitting

an ATIM frame successfully, and D
(d)
succ denotes the aver-

age delay in transmitting the corresponding data frame
successfully.

Let D(a)
succ(k) be the delay experienced up to the kth

ATIM window to transmit an ATIM frame successfully.
TATIM represents the fixed ATIM window size. There-
fore,

D(a)
succ(k) = k × BI + TATIM (29)

Assume that D(d)
succ(i, b) is the delay to transmit a data

frame successfully in the ith back-off stage of the data
window. The sum of the back-off values up to stage i is
b. Assume that b is the average value of the CW. Since
(Wi − 1) is the maximum CW size at the ith back-off
stage, the value of b is Wi

2 . The value of D(d)
succ(i, b) is

given by:

D(d)
succ(i, b) = b× Tavg + i× Tc + Ts (30)

Here Ts and Tc are the average time the channel is sensed
busy because of a successful transmission or a collision,
respectively, of the data frame in the data window.

Now, the average delay in transmitting an ATIM frame
successfully is equal to the total delay upto the kth

ATIM window, given that the ATIM transmission success
occurs at the kth ATIM window. Let the probability
P

(a)′

succ(i, k) be the conditional probability that the back-
off process of an ATIM frame transmission ends at the
ith stage of the kth ATIM window, given that the ATIM
frame is transmitted successfully. Then, the value of
D

(a)
succ is calculated as:

D
(a)
succ =

2∑
k=0

2∑
i=0

P (a)′

succ(i, k)×D(a)
succ(k) (31)

Assume that P (a)
succ(i, k) is the probability that an ATIM

frame is transmitted successfully at the ith back-off
stage of the kth ATIM window, and P

(a)
drop denotes the

probability that an ATIM frame is dropped because of
the retry limit being exceeded in the last ATIM window.
P

(a)′

succ(i, k) is calculated as follows:

P (a)′

succ(i, k) =
P

(a)
succ(i, k)

1− P (a)
drop

(32)

P
(a)
succ(i, k) is given by:

P (a)
succ(i, k) = Xi

k(1− pa)(1− qa) (33)

where Xi
k is the probability that a station is unsuccessful

in transmitting an ATIM frame till the (i− 1)th back-off
stage of the kth ATIM window, and is given by:

Xi
k =


Li, k = 0;
L(3+i) + qa × Li, k = 1;
L(3∗2+i) + 2× qa × L(3+i) + q2

a × Li, k = 2;
(34)

Here, L = pa(1− qa). Consequently, P (a)
drop is calculated

as:

P
(a)
drop = 1−

2∑
k=0

2∑
i=0

P (a)
succ(i, k) (35)

From equation (32) and equation (29), the average delay
in transmitting an ATIM frame successfully (D(a)

succ) is
calculated using equation (31).

The value of the average delay in transmitting a data
frame successfully within the data window (D(d)

succ) is
calculated in a similar way. Let B(i) be the total back-
off value up to ith back-off stage, and B(i)max be the
summation of maximum contention window sizes up

to the back-off stage i

(
i∑

j=0

(CWj − 1)

)
. Then, D(d)

succ is

calculated as:

D
(d)
succ =

m∑
i=0

B(i)max∑
b=0

P (d)′

succ(i, b)×D(d)
succ(i, b). (36)

The value P (d)′

succ(i, b) denotes the conditional probability
that the back-off process of a data frame transmission
ends at the ith stage of the data window, with total back-
off value b up to the ith back-off stage, given that the data
frame is transmitted successfully. P (d)′

succ(i, b) is given by:

P (d)′

succ(i, b) =
P

(d)
succ(i, b)

1− P (d)
drop

(37)

Here P
(d)
drop is the probability of dropping a data frame

that exceeds the retry limit in the data window. P (d)
succ(i, b)

is the probability that a data frame is transmitted at the
ith stage and b is the sum of back-off values up to the
ith back-off stage. Therefore,

P dsucc(i, b) = P (d)
succ(i)Pr(B(i) = b)

P
(d)
drop = 1− (1− pd)(1− qd)

m∑
i=0

{pd(1− qd)}i

where m is the maximum retry limit to transmit a
data frame in the data window. Assume, P (d)

succ(i) is the
probability of transmitting a data frame successfully in
the ith back-off stage of the data window, and pd(1− qd)
is the probability that there is a collision within the data
window. Therefore,

P (d)
succ(i) = {pd(1− qd)}i{(1− pd)(1− qd)} (38)

Let P (d)
idle, P (d)

col and P
(d)
succ are the probability that a ran-

domly chosen slot in the data window is idle, leads
to a collision and results in successful transmission,
respectively. Then,

P
(d)
idle = (1− τd)

P (d)
succ = n

′′
τd(1− τd)(n

′′
−1)

P
(d)
col = 1− (1− τd)− n

′′
τd(1− τd)(n

′′
−1)
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Here τd, calculated according to equation (12), represents
the probability that a station transmits a data frame in
the randomly chosen slot in the data window and n

′′
is

the number of station in active mode in the data window.
Then,

Tavg = P
(d)
idleσ + P (d)

succTs + P
(d)
col Tc (39)

where σ is the empty slot time. From equation (37) and
equation (30) the value of D(d)

succ is calculated. Therefore,
the average delay, calculated using equation (28), is
given by:

D =

2∑
k=0

2∑
i=0

(
P (a)′

succ(i, k)×D(a)(k)
)
+

m∑
i=0

B(j)max∑
b=0

(
P (d)′

succ(i, b)×D(d)
succ(i, b)

)

5 AVERAGE POWER CONSUMPTION

In IEEE 802.11 IBSS PSM, the stations save critical battery
power by going into the sleep mode whenever they
do not have data to transmit as well as receive. Let
PWtx, PWrx, PWidle and PWsleep denote the power
consumed for data frame transmission, data frame re-
ception, channel sensing and station in sleep mode re-
spectively. E[Ttx], E[Trx], E[Tidle] and E[Tsleep] are the
expected time spent in transmit mode, receive mode, idle
mode and sleep mode for per data frame transmission,
respectively. The power consumed at a station can be
classified into the following cases.

Transmit Power: If a station is a transmitter then the
expected energy consumption in successful data frame
transmission (ξtx) is given by:

ξtx = E[Ttx]× PWtx (40)

E[Ttx] =

2∑
k=0

2∑
i=0

(
P (a)

succ(i, k)× (i× Tacol + Tasucc)
)
+

m∑
i=0

(
P (d)

succ(i)× (i× Tc + Ts)
)

(41)

Let P (a)
succ(i, k) be the probability that an ATIM frame

is transmitted successfully at the ith back-off stage of
the kth ATIM window. Similarly, let P (d)

succ(i) denote the
probability of transmitting a data frame successfully in
the ith back-off stage of the data window. The values
of P (a)

succ(i, k) and P
(d)
succ(i) are presented in equations (33)

and equation (38) respectively.
Tasucc and Tacol are the average time for which the

channel is sensed busy because of a successful trans-
mission and a collision of an ATIM frame respectively.
Therefore,

Tasucc =ATIMframesize + δ + SIFS + ATIMACKTO + δ

Tacol =ATIMframesize + SIFS + ATIMACKTO

Here ATIMframesize is the size of an ATIM frame in
number of slots and ATIMACKTO is the timeout interval
for ATIM acknowledgment. The value of Tc and Ts are
presented in equation (20).

Receive Power: If a station does not have any data
frame to transmit or has not successfully transmitted
an ATIM frame, then there are two possibilities - if the
station has successfully received an ATIM frame, then it
acts as the receiver, otherwise it goes into sleep mode.
Let the expected energy consumption in successful frame
reception be ξrx. Then,

ξrx = E[Trx]× PWrx (42)

It can be noted that in an IBSS, the transceiver of station
that is in the awake state, remains in the receive mode
for the data or control frames that undergoes a collision.
In those cases, the transceiver receives the signal, but
decodes it as an invalid frame. On the other hand, all
the stations which are going to receive a data frame
in the DATA window, have to listen to all the ATIM
frames in the ATIM phase. As on average nα stations
transmit ATIM frames, therefore a station receives nα
ATIM frames in the ATIM window, before it receives a
data frame in the DATA window. So, the average receive
time for a data frame is computed as;

E[Trx] =

2∑
k=0

2∑
i=0

(
nαP (a)

succ(i, k)× (i× Tacol + Tasucc)
)
+

m∑
i=0

(
P (d)

succ(i)× (i× Tc + Ts)
)

(43)

Idle Power: A station remains in idle mode for two
reasons;

1) The station is in the back-off stage, and so it remains
idle for the back-off period.

2) The station has transmitted an ATIM frame success-
fully, and so it has to remain awake in the data
window according to the standard. However it does
not have sufficient data in its interface buffer, and
it has transmitted all frames queued in its interface
buffer before the data window ends. So, it has to
remain in idle state either for the rest of the data
window, or for the time before the next data arrives
in its interface buffer, whichever is earlier.

Let the expected energy consumption in idle state be
ξidle. Then,

ξidle = E[Tidle]× PWidle (44)

Here,
E[Tidle] = E[T aidle] + E[T didle] (45)

According to the standard, if a station transmits one
ATIM frame successfully, then it cannot send another
ATIM frame in the same ATIM window. However, the
station has to remain awake for the entire ATIM window.
Thus the idle time in ATIM window has two components
- expected idle time during back-off period at the ATIM
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window (E[T aback−off ]) and expected idle time after trans-
mitting one ATIM frame successfully, for the rest of the
ATIM interval (E[T aidlend

]). Thus,

E[T aidle] = E[T aback−off ] + E[T aidlend
] (46)

E[T aback−off ] is given by:

E[T aback−off ] =

2∑
k=0

2∑
i=0

(
P (a)

succ(i, k)×
(
Wi

2
× σ

))
In an IBSS, the transceiver of an station that is in awake
state, remains idle only when it neither transmits nor
receives a packet. Further, the transceiver remains in
the receive state for all the ongoing communication in
the network, may it be intended for that station or
an overheard communication. In the ATIM window, on
average nα stations transmit ATIM frames, and therefore
every station receives nα ATIM frames on average.
Consequently, E[T aidlend

] is computed as,

E[T aidlend
] =

2∑
k=0

2∑
i=0

(
P (a)

succ(i, k)×

(TATIM − (i× Tacol + (1 + nα)Tasucc))
)

In the above equation, the quantity (1+nα)Tasucc denotes
the time for one ATIM frame transmission and nα num-
bers of ATIM frames receptions. As mentioned earlier,
TATIM represents the time duration of an ATIM window
and σ is the duration of one slot time.

For the data window, the idle time is calculated as,

E[T didle] = E[T dback−off ] + E[T didlend
] (47)

where E[T dback−off ] denotes the expected idle time in
back-off period in data window and E[T didlend

] denotes
the expected idle time. E[T dback−off ] is given by:

E[T dback−off ] =

m∑
i=0

P (d)
succ(i)×

(
Wi

2
× σ

)
In the DATA window, a station remains in the idle state
after a successful transmission if all of these conditions
hold;

(i) The station is not a transmitter: This indicates that
the station does not have any data to transmit. The
probability for this is (1− α).

(ii) The station is not a receiver: In the DATA window, a
station is not a receiver, when neither of the nα×Pas

stations, that are in the awake state, have a data
frame to transmit. The probability of this event is
(1− α)nα×Pas .

Therefore, after a successful data transmission, the aver-
age idle time is computed as

E[T didlend
] = (1− α)(1− α)nα×Pas × TDATA

= (1− α)(1+nα×Pas) × TDATA

Here TDATA represents the time duration of an data
window.

Sleep Power: A station can go into the sleep mode
if it neither transmits nor receives an ATIM frame in
the ATIM window. Let ξsleep be the expected energy
consumption during sleep mode. Then,

ξsleep = E[Tsleep]× PWsleep (48)

where E[Tsleep] is the expected time duration of the sleep
mode, which is given by:

E[Tsleep] =

2∑
k=0

(
1−

2∑
i=0

P (a)
succ(i, k)

)
× k

×
(
1− Pas

n′

)
× TDATA

(49)

Here Pas is the probability of successful transmission of
ATIM frame.

Let PW be the average power consumed by a station.
Therefore,

PW =
ξtx + ξrx + ξidle + ξsleep

E[Ttx] + E[Trx] + E[Tidle] + E[Tsleep]
(50)

PW shows the average power consumption by all the
stations in a network. However, it does not reflect the
distribution of power consumption among the stations.
To analyze the power distribution among the stations,
the standard deviation of power consumption is required
along with the average power consumption which is
presented in the next subsection.

5.1 Standard Deviation of Power Consumption
The standard deviation is the square root of variance.
Assume that V is the variance in energy consumption
and H is the variance in power consumption. Vtx, Vrx,
Vidle, Vsleep are variances of energy consumption in trans-
mit mode, receive mode, idle mode and sleep mode
respectively. Therefore,

V = Vtx + Vrx + Vidle + Vsleep (51)

Further the average power consumption per transmis-
sion is the ratio of the average energy consumed per
transmission to the expected time of a transmission.
As the expected time of a transmission is independent
of the average energy consumed per transmission (it
can be noted that the reverse is not true), therefore,
the variance in power consumption per transmission
can be expressed as the ratio of the variance in energy
consumed per transmission to the average duration of a
transmission. Therefore,

H =
Vtx + Vrx + Vidle + Vsleep

E[Ttx] + E[Trx] + E[Tidle] + E[Tsleep]
(52)

E[Ttx], E[Trx], E[Tidle] and E[Tsleep] are the expected
time spent in transmit mode, receive mode, idle mode
and sleep mode respectively. The value of E[Ttx], E[Trx],
E[Tidle] and E[Tsleep] are presented in equation (41),
equation (43), equation (45) and equation (49) respec-
tively. Vtx, Vrx, Vidle, and Vsleep are computed as follows.
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• The variance of energy consumption in transmit
mode (Vtx) is expressed as;

Vtx = E[T 2
tx]× PWtx −

(
ξtx

)2

(53)

Here, Ttx represents the time spent in transmit
mode. The value of E[T 2

tx] is calculated using an
approach similar to equation (41). The quantity ξtx
is the expected energy consumption in successful
frame transmission.

• The variance of energy consumption in receive
mode ( Vrx) is given by:

Vrx = E[T 2
rx]× PWrx −

(
ξrx

)2

(54)

Here, E[T 2
rx] is calculated using using an approach

similar to equation (43). The quantity ξrx is the
expected energy consumption in successful frame
reception.

• The variance of energy consumption in idle mode (
Vidle) is expressed as;

Vidle = E[T 2
idle]× PWidle −

(
ξidle

)2

(55)

Here, E[T 2
idle] is calculated using using an approach

similar to equation (45). The quantity ξrx is the
expected energy consumption in idle state.

• The variance of energy consumption in sleep mode
(Vsleep) is given by:

Vsleep = E[T 2
sleep]× PWsleep −

(
ξsleep

)2

(56)

Here, E[T 2
sleep] is calculated using using an approach

similar to equation (49). The quantity ξrx is the
expected energy consumption during sleep mode.

6 MODEL VALIDATION AND PERFORMANCE
EVALUATION

The proposed analytical model has been validated using
the network simulator Qualnet 5.0.1 [9]. The system
parameters are listed in Table 1. CWmin is the minimum
CW, CW a

max and CW d
max are maximum CW for the

ATIM and the data window respectively. The power
consumption in different states are taken from the data-
sheet of Cisco Aironet 350 Series Client Adapters [23].
In simulation, the size of the ATIM window is taken to
be 20ms for IBSS PSM. The simulation is executed for
10 different cases with randomly generated seed values,
and the average values are plotted. Every individual
simulation test case is executed for 200 seconds. In the
simulation scenario, every station has an interface size
of 1024 Kbytes, the transceiver uses transmit power of
15 dBm, with a receive sensitivity of −87 dBm. The
antenna gain is considered to be 15 dB with 10 dB noise
factor. For the simulation purpose, we have considered a
time-variant channel with statistical propagation model,
with two-ray path-loss and constant shadowing model.
The shadowing mean and the correlation factor are

TABLE 1
Parameters used in the simulation

Parameter value Parameter value
Payload size 1024 bytes PHY header 192µs
ACK 14 bytes +

PHY header
ATIM 28 bytes +

PHY header
MAC header 28 bytes Basic rate 1Mbps
Data rate 2Mbps Slot time 20µs
SIFS 10µs DIFS 50µs
CWmin 32 CWa

max 128
CW d

max 1024 PWtx/rx 2.25W (Watt)
PWidle 1.35W (Watt) PWsleep 0.07W (Watt)

considered to be 4.0 and 0.5, respectively. The stations
are considered to be static.

Fig. 3 presents the normalized throughput against
different arrival rates having a fixed network with n = 20
and BI = 200ms (with fixed ATIM window at 20ms). The
figure shows that there is a good agreement between
the two. However, there is a marginal gap between
the theoretical and simulation results, as the theoretical
model assumes a time-invariant channel without any
channel loss, shadowing and path loss. The comparison
between the theoretical and the simulation results shows
that, although the proposed model approximates the per-
formance by considering an ideal channel without any
channel loss or propagation effect, the actual throughput
performance, as observed from the simulation, deviates
marginally from the predictive results obtained from the
proposed model. Further both the theoretical and the
simulation results follow similar pattern, and therefore
the proposed theoretical model can be used for predic-
tive and comparison purposes.

For different traffic generation rates, Fig. 4 and Fig. 5
(results obtained from analytical model) show how the
normalized throughput depends on network size and the
size of the BI. The observations from Fig. 3, Fig. 4 and
Fig. 5 are summarized as follows.
• The throughput increases rapidly when the data

arrival rate varies from 1 frames/second to 10
frames/second. After 10 frames/seconds, the net-
work becomes saturated2. For frame arrival rate 10
frames/second to 40 frames/second, the throughput
decreases slowly. During this period, the network
throughput decreases because of the increasing con-
tention among stations in the saturated network.

• The network throughput stabilizes when the data
arrival rate is more than 40 frames/second. Normal-
ized throughput remains almost fixed when the data
arrival rate is beyond 40 frames/second (network
size n = 20).

• It can be seen from Fig. 4 that as the size of the
BI increases with a fixed ATIM window at 20 ms,
the normalized network throughput increases. For
a fixed ATIM window size at 20 ms, the size of
the data window increases with the increase of the

2. It can be noted that data saturation at every individual station
occurs at 100 frames/second.
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Fig. 3. Throughput for n = 20
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Fig. 4. Throughput for n = 20
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Fig. 6. Delay for n = 20
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Fig. 7. Delay for n = 20
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Fig. 8. Delay for BI = 200

BI. Thus the ATIM overhead becomes low which
increases the overall network throughput.

• Fig. 5 shows the effect of the number of stations over
the network throughput for fixed BI size at 200 ms.
The ATIM window size is also fixed at 20ms. As the
number of stations increases, the overall throughput
at network saturation also increases. After network
saturation, the network throughput tends to de-
crease. When the network is highly loaded (data
arrival rate is greater that 20 packets per second),
the network throughput decreases because of the
increased contention. Increasing the number of sta-
tions after network saturation increases the con-
tention for channel access that results in marginally
lower throughput.

Fig. 6 shows the average MAC delay against the
frame arrival rate. Though both the curves follow similar
trends, there is a slight gap between the theoretical
and the simulation results. The difference between the
two is because of the ideal channel assumption in our
model, as discussed earlier. The numerical results from
the analytical model are presented in Fig. 7 and Fig. 8.
Fig. 7 presents the impact of the BI size (with fixed
ATIM window at 20 ms) on the average MAC delay for
different frame arrival rates. Average MAC delay is the
sum of two components - the channel access time, and
the average waiting time in a BI. The stations that fail to
transmit an ATIM frame successfully in the ATIM win-
dow, have to wait for the rest of the BI to get next chance
in the next ATIM window. This increases the average

waiting time to get a chance to transmit data frames. For
this reason, average delay increases with the increase of
BI size. Fig. 8 shows the impact of the network size over
the MAC delay for different data arrival rates. When
data arrival rate is low and the network is unsaturated,
the end to end MAC delay does not differ too much
for different network sizes. For higher data arrival rates,
the MAC delay increases as the network size increases.
Further, increasing the data arrival rate also prolongs the
MAC delay. Therefore, the MAC delay mainly depends
on the network contention. During network unsatura-
tion, network size has comparatively lower impact over
the channel contention, and so, the MAC delay does
not get affected. In network saturation, the contention
among stations increases as the network size increases.
The channel contention increases even further, as the
data arrival rate increases. Thus the MAC delay rises
significantly with the network size and the data arrival
rate.

Fig. 9 shows the average power consumption with
respect to the data arrival rate. The result obtained from
the analytical model for power consumption in section 5
has been verified through simulation. Fig. 9 shows that
the simulation result matches with the theoretical anal-
ysis. The impact of the network size and the BI size
on the power consumption is presented in Fig. 10 and
Fig. 11. Fig. 10 gives a comparison of average power
consumption for different BI (for fixed ATIM window)
against the data arrival rate. It is clear from the figure
that as the size of the BI increases, the average power
consumption decreases. A station that neither transmits
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Fig. 9. Power for n = 20
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Fig. 10. Power for n = 20

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1.8

 2

 0  10  20  30  40  50  60  70  80  90  100

A
v

e
ra

g
e

 P
o

w
e

r 
C

o
n

s
u

m
p

ti
o

n
 (

W
a

tt
)

Data Arrival Rate (frame/sec)

n=10
n=20
n=30

Fig. 11. Power for BI = 200
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Fig. 12. Standard Deviation of Power Consumption

an ATIM frame successfully nor receives an ATIM frame
remains in sleep mode for a long time when the BI is
large. It is also observed that as the data arrival rate
increases, the amount of power consumption decreases.
A higher data arrival rate implies more number of
stations contending at the ATIM window for successfully
transmitting ATIM frames. This increased contention
reduces the percentage of stations that get a chance to
participate in the data communication. The remaining
stations go to sleep mode in the data window. Thus the
average power consumption decreases. During unsatu-
ration, the average power consumption decreases slowly
and then becomes constant at the network saturation
state. Fig. 11 presents the average power consumption
for different network sizes. It is clear from the figure
that the average power consumption for a network of
size 10 is more than the average power consumption
for a network of size 20. This is because contention is
less for a small network, and so, most of the stations
are in transmit or receive state, leading to higher power
consumption. Fig. 9 to Fig. 11 show that IEEE 802.11 PSM
saves significant amount of power by letting stations go
to sleep when there is no data to transmit or receive.
However, to improve network lifetime through power
saving, power consumption should be uniform through-
out the network. For example, if a station consumes more
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Fig. 13. Total Power Consumption in PSM

power compared to other stations, it may soon die-out
resulting in a negative impact over network lifetime. The
distribution of power saving throughout the network can
be analyzed by computing standard deviation of power
consumption among all the stations in the network.
The standard deviation of the power distribution among
the stations is shown in Fig. 12, as derived from the
theoretical model presented in this paper. It can be seen
from the figure that the value of the standard deviation
is very low. The deviation of power among the stations is
less than 10%. This indicates that the power consumption
is uniformly distributed among all the stations in the
network. Hence, no station in the network dissipates
considerably high power compared to others, which in
turn increases the network lifetime.

Fig. 13 to Fig. 16 give a comparative study of the
power consumption between IEEE 802.11 with and with-
out power save mode. The results for IEEE 802.11 DCF
without PSM analysis is obtained from simulation with
similar parameters as shown in Table 1. The packet
availability probability is calculated from the traffic gen-
eration rate according to equation (18). Fig. 13 shows
the total power consumption in IEEE 802.11 PSM with
respect to the number of stations and the packet avail-
ability probability. Fig. 14 shows the same for IEEE
802.11 running without PSM enabled. These two figures
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Fig. 14. Total Power Consumption without PSM
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Fig. 15. Average Power Consumption in PSM
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Fig. 16. Average Power Consumption without PSM

clearly indicate that total power consumption in PSM
is significantly less compared to IEEE 802.11 without
PSM. Further in PSM (as well as without PSM) total
power consumption increases as the packet availability
probability decreases. This is because in PSM a station
needs to remain in the power on mode if it success-

fully transmits an ATIM frame in the ATIM window.
Therefore at a low data rate, even if the station does not
have data to transmit, it needs to remain in the power
on mode in the entire data window, after transmitting
the data from its interface buffer. Fig. 15 and Fig. 16
show the comparison of average power consumption per
station in PSM and without PSM. It can be seen from
the figures, that as the number of station increases, the
average power consumption decreases in PSM, whereas,
the average power consumption increases in without
PSM. In PSM, the stations that do not have any data
to transmit go to sleep to save power. Thus with a large
number of stations, the stations that cannot transmit or
receive an ATIM frame successfully, go to sleep. This
reduces average power consumption with a large num-
ber of nodes. Again with a higher data rate, contention
among stations increases, and thus the stations that fail
to transmit or receive an ATIM frame, go to sleep. This
further reduces average power consumption.

The observations from the above analysis can be sum-
marized as follows:

1) As the BI increases, the network throughput in-
creases and the average power consumption de-
creases. However the average MAC delay increases
because of the large waiting time. Thus for a delay
tolerant network, a larger BI can give an effective
network performance. However, for delay sensitive
applications, BI should be chosen based on the
application requirement. A dynamic and adaptive
BI can provide better performance based on appli-
cation sensitivity.

2) As the number of stations increases, the network
throughput decreases and the MAC delay increases.
One important observation is that the average
power consumption also decreases with the increase
in network size, as the power saving is uniform
throughout the network.

3) The PSM of IEEE 802.11 DCF saves substantial
amount of battery power. When a node does not
have data to transmit, or it does not receive any
data from other nodes, the node goes to sleep.
Further at high contention, the nodes that fail to
transmit or receive ATIM frames, also go to sleep.
This reduces the average power consumption as
well as contention in the data window.

7 CONCLUSION

This paper proposes an analytical model for IEEE 802.11
IBSS PSM at different traffic conditions. The data frame
transmission along with the corresponding ATIM frame
transmission is modeled using a discrete time Markov
chain. The network performance parameters, such as
overall normalized throughput, average MAC delay
and average power consumption is calculated from the
Markov chain model. The analysis shows that there is a
trade-off among throughput, MAC delay and average
power consumption. A dynamic and adaptive BI can
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provide better power saving with little compromise in
delay and throughput, that can open several directions
for future research.
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