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ENSURING NETWORK CONNECTIVITY OF UAV’S PERFORMING VIDEO
RECONNAISSANCE

Nicholas R. Gansa, John M. Sheab, P. Barooaha and Warren. E. Dixona

Abstract—Current and emerging military missions re-
quire image-feedback from camera-equipped assets. Moti-
vated by mission scenarios and sensor restrictions, operations
may require the collaboration of assets over an ad-hoc
network. The development in this paper represents the
first efforts to examine the problem of balancing trade-
offs between asset/sensor cone positioning to satisfy mission
requirements and network requirements such as maintaining
network connectivity. To address the trade-offs between
asset positioning and network connectivity, a prioritized
task-function based guidance law is developed for a sim-
ple scenario containing three assets. One developed task-
function maintains a communication network by ensuring
the distance between the UAV’s does not exceed a critical
threshold. Additional task-functions enable assets to keep
targets of interest in the image cone by regulating image
features derived from the camera view. Simulation results are
provided to examine the behavior of the assets for different
configurations of objects observed by the asset cameras.

I. INTRODUCTION

Military assets are equipped with imaging sensors in
many scenarios, including image-based guidance, navi-
gation, and control, position and orientation (i.e., pose)
estimation of assets for red and blue force tracking, en-
vironment mapping, etc. A historical problem in image-
based estimation and control literature is controlling the
motion of the camera to ensure that targets of interest
stay in the field-of-view (FOV) (cf. [1]–[4]). This prob-
lem is especially difficult when the camera is monitoring
an adversarial target in a dynamic environment, or when
it is mounted on a vehicle with motion constraints. A
practical approach to alleviate the FOV problem is to
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Fig. 1. Networked collection of UAV’s performing image-based red
force and blue force tracking in an urban environment.

use multiple (non-stereo vision) imaging sources [5],
[6], such as cooperative camera-equipped assets. A novel
method to control the motion of a single camera to keep
multiple assets in the FOV was presented in [7].

The use of cooperative assets is a well accepted
approach in military missions. Current and emerging
military missions (e.g., wide area surveillance, bomb
damage assessment, contaminant and dispersion moni-
toring, search and rescue/destroy) can exploit coordina-
tion between multiple assets for improved efficiency. In
many applications, such as tactical operations, portions
of the network linking the collaborative assets may entail
a mobile ad hoc network (MANET). Assets operating
within a MANET are faced with challenges, such as
maintaining connectivity due to the changing topology
and link conditions of the network. These problems are
exacerbated by high mobility, which is characteristic of
airborne networks.

Fig. 1 illustrates an example scenario of a network of
imaging assets. In this scenario, a network of unmanned
air vehicles (UAV’s) are tracking red forces and blue
forces in an urban scenario. The imaging goals are
challenging because the urban environment limits the
FOV by an asset, and the cameras are attached to
UAV’s with motion constraints. Coordinating the assets
is challenging because network connectivity must be
maintained in the presence of path loss, shadowing,
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and/or multi-path fading. Even with perfect location in-
formation, maintaining a fully connected network topol-
ogy can be challenging. The potential tactical advantages
of the scenario in Fig. 1 motivate the need for directed
methods that manage trade-offs between asset/sensor
cone positioning to satisfy mission requirements and
network requirements to ensure effective collaboration
between the assets. Yet, literature that focuses on such
issues appears sparse.

This paper presents a first attempt at addressing some
of the challenges imposed by balancing asset positioning
for image tasks against asset positioning for efficient
network operation. Motivated by the scenario depicted
in Fig. 1, the imaging task involves a collection of assets
maintaining sets of moving objects in the camera FOV’s,
while also positioning the assets to ensure network
connectivity. For example, one asset observes the blue
force, while the other assets monitor sub-groups of the
red force. For this initial result, the development neglects
issues such as the dynamics of the asset (i.e., the asset is
assumed to have no motion constraints) and the network
is restricted to three nodes. The network is modeled as
undirected, and successful communication between two
assets is assumed possible if two assets are within some
specified maximum-link distance.

To achieve imaging versus network trade-offs, a series
of low dimensional task-functions are defined, based on
current image features and the distance to the nearest
neighbor in the network. For the image-based task func-
tions, the desired task-function velocity is mapped to
a time varying feature velocity through corresponding
Jacobians. These task-function Jacobians are underdeter-
mined and are suitable for task-priority kinematic control
[8], [9]. The time varying image feature velocity is
mapped to camera motions through image-based visual
servoing (IBVS) methods [10]. The resulting controller
allows features to move within the image, and the
camera will move to keep the features in the FOV. To
maintain network continuity, we propose an additional
task of regulating the position of each camera to maintain
distance to its nearest neighbor. If each camera is within
a maximum distance to its nearest neighbor, the network
of three nodes will stay simply connected.

The problem of group coordination of mobile robots
for connectivity maintenance has been studied in several
papers (cf. [11]–[14]). Most of these studies are con-
cerned with the robots moving toward a goal destination
while maintaining wireless connectivity. In other words,
the position of the mobile agents – if there were no need
to maintain connectivity – would tend to certain fixed
location in space depending on the motion objective.
In contrast, we study the situation when there are no

limiting goal positions. Rather, the unpredictable motion
of the targets may cause the UAV’s to move in a way that
will sever connectivity in the absence of a connectivity
maintaining control law.

Maintaining connectivity among moving agents with
second order dynamics has been examined in [15],
[16]. However, the uncontrolled motion of the agents
in [15] was only due to initial velocities and second-
order dynamics, not due to the need for maintaining
targets within the FOV. A similar problem set up was
also considered in [16] for first order dynamic agents. In
contrast to these studies, we examine the situation when
sensing and maintaining connectivity are in conflict, e.g.,
when motion of the targets may cause the UAV’s to move
away from one another while maintaining connectivity
may require them to stay close. However, we ignore the
dynamics of the agents for the present study.

II. CAMERA AND NETWORK MODEL

Consider a camera with coordinate frame Fc (t). The
camera views a collection of k feature points in front of
the camera. These points have coordinates Mi (t) ∈ R

3

defined as

Mi = [Xi, Yi, Zi]T , ∀i ∈ {1 . . . k}
in the camera frame. An image of the points is captured,
resulting in a projection to a set of points in the image
plane. These image points are given by the coordinates
mi (t) ∈ R

2

m̆i = [
Xi

Zi
,
Yi

Zi
]T = [xi, yi]T , ∀i ∈ {1 . . . k}

with velocity ṁi (t) ∈ R
2 in the image plane given by

ṁi = [ẋi, ẏi]T ., ∀i ∈ {1 . . . k}
Given the collection of k feature points, along with

their coordinates and velocity vectors, a state position
vector m(t) and state velocity vector ṁ(t) are defined
as

m = [mT
1 ,mT

2 , · · · ,mT
k ]T

ṁ = [ṁT
i , ṁT

2 , · · · , ṁT
k ]T .

The features points velocity is given as a function of the
camera velocity vc (t) = [vx, vy, vz , ωx, ωy, ωz, ]T ∈ R

6

by the relationship

ṁ = Lvc,

where L (t) ∈ R
2k×6 is the image Jacobian, vx (t), vy (t)

and vz (t) describe the linear velocity of the camera,
and ωx (t), ωy (t) and ωz (t) are the angular velocity of
the camera. The image Jacobian for the feature points,
L (t) ∈ R

2k×6, is given by concatenating a set of k
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submatrices Li (t) ∈ R
2×6 [17], with Li (t) given as

Li =
[ 1

Zi
0 xi

Zi
−xiyi 1 + xi −yi

0 1
Zi

yi

Zi
−1 − y2

i xiyi xi

]
.

In the case that the feature points are not static in an
inertial frame world frame (e.g., the feature points are
tracked on moving objects), the time derivative of the
feature points is given by

ṁ = Lvc + ε, (1)

where ε(t) is an unknown, bounded function.
The network of N assets is modeled as a graph G =

(V,E) with N nodes. Each asset j, j ∈ [1, . . . , N ] is a
node of the graph, and is located at a position Tj . There
is an edge (i, j) between two assets i and j, i �= j,
if the distance between them is less than a prespecified
positive number r, i.e., if dij < r, where the distance is
defined as

dij = ‖Ti − Tj‖ ,

and r is a communication range. This paper considers
only the case N = 3. In this case, the graph remains
connected if each node has an adjacency of at least one,
i.e. each asset is within a radius r to at least one other
asset.

III. TASK FUNCTION-BASED KINEMATIC
CONTROL

Let φ(t) ∈ R
n denote some task function of the feature

point coordinates mi (t) as

φ = f(m1, . . . ,mk)

with derivative

φ̇ =
k∑

i=1

∂f

∂mi
ṁi = J(m)ṁ,

where J(m) ∈ R
n×2k is the task Jacobian matrix. The

task functions in this paper are of dimension n ≤ 2.
The task is to drive the feature points along a de-

sired velocity ṁφ(t) such that φ(t) follows a desired
trajectory φd(t). Given the underdetermined structure of
the Jacobian matrix, there are infinite solutions to this
problem. The typical solution based on the minimum-
norm approach [18] is given as

ṁφ = J†
[
φ̇d − λ(φ − φd)

]

= JT
(
JJT

)−1
[
φ̇d − λ(φ − φd)

]
, (2)

where λ is a positive scalar gain constant, and J†(m) ∈
R2k×n denotes the minimum-norm general inverse of
J (m). Based on (2), the camera velocity vc (t) is de-
signed as

vc = L+ṁφ =
(
LT L

)−1
LT ṁφ,

where L+(t) ∈ R
6×2k denotes the least squares general

inverse used for L (t) . Since J (m) is underdetermined
(i.e. more columns than rows), and L(t) is overde-
termined (i.e. more rows than columns), the general
inverses have different solutions and care is taken to
denote them differently.

Multiple task functions can be combined in various
ways. Since the task function Jacobians are undeter-
mined, one method is to choose one task as primary,
and project the other tasks into the null space of the
primary task derivative [8], [18] as

vc = L+
(
ṁa + (I − J†

aJa)ṁb

)

= L+
(
J†

aφ̇a + (I − J†
aJa)J

†
b φ̇b

)
, (3)

where Ja (ma) and Jb (mb) are the task Jacobian matri-
ces with respect to φa (t) and φb (t), respectively.

The approach in (3) will prevent the systems from
competing and negating each other, as the primary task
will always be accomplished. Lower priority control
tasks will be achieved to the extent that they do not
interfere with higher priority tasks. Tertiary, quaternary,
etc. tasks can be prioritized by repeating this process and
projecting each subsequent task into the null space of the
preceding task Jacobians.

IV. CONTROL DEVELOPMENT

In this section, four task functions are presented as
part of a distributed, task-priority kinematic controller.
The objective is to keep three sets of feature points
within the FOV of three cameras, while maintaining a
communication network between the camera equipped
assets. Each camera is dedicated to observing a single
set of feature points.

The first task function regulates the distance to the
nearest camera, which will maintain a network connec-
tion for three cameras. Two task functions are designed
to regulate the mean and variance of feature point coor-
dinates. Regulating the mean at the camera center will
keep the feature points centered in the FOV. Regulating
the variance will restrict the distance between the feature
points and keep features away from the edge of the FOV.
The third task function maximizes motion perceptibility,
which keeps the image Jacobian well conditioned and
ensures desired image velocities can be met. These task
functions are cascaded through null space projection and
mapped to camera velocity, as described Section III.

Chebyshev’s inequality proves that at least 75% of all
values are within two standard deviations of the mean,
and at least 89% of values are within three standard
deviations. For a normally distributed random process,
these limits are tighter, such that approximately 95%
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of all values will be with two standard deviations, and
99.7% of all values will be within three standard devia-
tions. Consider a camera with a 512x512 pixel FOV and
normally distributed feature points in the image plane.
Regulating the mean of the feature point coordinates to
the image center and the variance of the feature point
coordinates to 1282 will ensure that at least 95% of all
points are in the FOV. For arbitrary distribution of feature
points (e.g. uniformly distributed) points, regulating the
variance to 862 will ensure that at least 89% of all points
are in the FOV.

A. TASK FUNCTION TO MAINTAIN NETWORK CON-
NECTIVITY

The primary concern of this paper is to maintain
network communication between multiple assets as they
perform individual tracking tasks. For three camera-
equipped assets modeled as a proximity graph, maintain-
ing network connectivity can be modeled as regulating
the distance from each asset to its nearest neighbor. The
network will be remain simple connected if every asset
remains within a bounded distance r to at least one other
asset. To give the assets freedom of motion, it is desirable
that the distance regulation function not be active until
the distance dij is beyond a certain threshold r < r. To
this end, we propose the use of a smooth task function
inspired by the p-times smooth bump function given in
[19]. This smooth task function is given by

φd =
3∑

i=1

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1
p!

di∫
r
(τ − r)pdτ if τ > r

1
p!

di∫
−r

(−r − τ)pdτ if τ < −r

0 else

where d = [d1, d2, d3]T is the coordinates of the nearest
neighbor in the camera frame, −r, r ∈ R, − r < r
define a window wherein φd = 0, and p ∈ R gives
the smoothness of the function φd. Note that φd(t) = 0
if di ∈ [−r, r] ∀i. Furthermore, φd(t) can be solved
in closed form, evaluates to a positive definite function
that can be differentiated p-times, and ∂pφd

∂xp = ±1 for
φd /∈ [−r, r]. For example, for p = 2

1
2

di∫
r
(t − r)2dt =

d3
i

6
− r

2
d2

i +
r2

2
di − r3

6

=
1
6
(di − r)3.

These characteristics make the function useful for sys-
tems with high order dynamics. For the kinematic sys-
tems in this paper, p = 1 is sufficient, in which case the

polynomial evaluates to
di∫
r
(t − r)dt =

1
2
(di − r)2

which is the familiar quadratic. The derivative of φd (t)
can be expressed as

φ̇d =
3∑

i=1

∂φd

∂di
ḋi = Jdḋ

= Jd (vc + εd) , (4)

where Jd (t) ∈ R
1×6 is a task function Jacobian, and

εd ∈ R
6 is a disturbance due to the velocity of the nearest

neighbor. The Jacobian Jd (t) is defined as

Jd = [sgn(d)T , 03],

where sgn(·) is the vector signum function, and 03 ∈
R

1×3 is a zero row-vector.
The objective is to regulate φd(t) → 0, under the

assumption that the current velocity of an asset’s nearest
neighbor is available through the connected communi-
cation network (i.e., εd is known). Based on the task
function time derivative in (4), a stabilizing camera
velocity can be designed as

vcd = −λdJ
†
dφd − εd, (5)

where λd is a positive scalar gain constant. Combining
(4) and (5) yields the exponentially stable system

φ̇d = −λdφd.

B. TASK FUNCTIONS T0 MAINTAIN TARGETS IN
THE FOV

A novel method was presented in [7] to control a
camera such that multiple moving targets could be kept
in the FOV. This method was based on kinematic control
using multiple, prioritized task functions, as discussed in
Section III. The task functions will be briefly introduced
here, and the reader is referred to [7] for further details.

Define a task function φm(t) ∈ R
2 as the sample mean

φm =
1
k

k∑
i=1

mi = m̄

with derivative

φ̇m =
1
k

k∑
i=1

∂φm

∂mi
ṁi = Jmṁ

where Jm (t) ∈ R2×2k is the task function Jacobian. A
stable PID controller can be developed to regulate φm(t)
to a constant set point φmd

ṁm = −J†
m

(
λmφme + λmi

∫ t

0
φmedt + λmd

d

dt
φme

)
,

(6)
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where φme(t) = φm(t) − φmd, and λmi, λmd ∈ R+ are
constant gains.

Define a task function φv (t) ∈ R
2 as the sample

variance

φv =
1
k

k∑
i=1

[
(xi − x̄)2

(yi − ȳ)2

]
,

where x̄ (t) and ȳ (t) are the mean of all the x and y
components of mi (t) , i ∈ {1 . . . k}, respectively. The
derivative of φv (t) is given by

φ̇v = Jvṁ

where Jv (t) ∈ R
2×2k is a task function Jacobian.

Regulation of the variance to a set point φvd can be
accomplished by a PID feedback control of the form

ṁv = −J†
v

(
λvφve + λvi

∫ t

0
φvedt + λvd

d

dt
φve

)
(7)

where φve(t) = φv(t) − φvd, and λvi, λvd ∈ R
+ are

constant gains.
Motion perceptibility is a scalar value first presented

in [20]. A high value of perceptibility ensures the image
Jacobian is well conditioned, which is essential for
regulating the vision-based task functions. As described
in [7], the perceptibility task function φp (t) ∈ R

2 is
defined as

φp =
1

k∑
i=1

x2
i + y2

i + 2x2
i y

2
i +

(
y2

i + 1
)2 +

(
x2

i + 1
)2

.

Regulating φp (t) → 0 will increase perceptibility. The
derivative of φp (t) can be expressed as

φ̇p = Jp(m)ṁ

where L(t), vc(t) and ε(t) are introduced in (1), and
Jp(m) ∈ R

1×2k is the task function Jacobian for per-
ceptibility.

To regulate φp (t) → 0, a proportional control law is
defined as

ṁp = −λpJ
†
pφp, (8)

where λp is a positive scalar gain constant.

C. CASCADED CAMERA CONTROL LAW

The control objective of this paper is to design a
camera controller that maintains a set of feature points
within the FOV’s of several independent assets. The
controller is decentralized, and each asset operates under
an identical control law. In addition to maintaining the
view of the targets, each camera must remain within a
maximum distance from its nearest neighbor in order to
maintain a communication network.

Maintaining the connectivity of the network is the
primary task. Regulating the mean to the image center is

chosen as the secondary task in order to keep the feature
points centered in the FOV. Regulating the variance to
a constant is chosen as the tertiary task to restrict the
distance between the feature points and the image center.
These two tasks ensure features remain in the FOV. High
perceptibility will allow these two tasks to work more
efficiently by ensuring larger available feature velocities
at lower camera velocities. For this reason, increasing
perceptibility is chosen as the quaternary task.

The designed feature velocities given in (5)-(8) are
used in the null-space projection camera velocity (3) to
give the overall controller for each camera as

vc = vcd +
(
I − J†

dJd

)
L+·(

ṁm +
(
I − J†

mJm

) [
ṁv +

(
I − J†

vJv

)
ṁp

])
.

V. SIMULATION RESULTS

In these simulations, three cameras observe six rigid,
square objects. Each camera is responsible for observing
two of the square objects, and the corners of the squares
give eight feature points for each camera to track.
Each pair of objects move with a sinusoidal linear and
angular velocity, independent of the other pairs. This
simulation mimics the case of airborne cameras tracking
sets of ground vehicles. Each camera has a resolution
of 512 × 512. For each camera controller,the mean was
regulated to the image center, [256, 256]T . The variance
of the points was regulated to [1002, 1002]T , i.e. a
standard deviation of 100 pixels. The simulation was
executed for 10 seconds at 30 frames per second.

The first simulation does not include any attempt
to regulate the distance between the cameras, i.e. the
cameras are free to move as necessary to track the
targets. Fig. 2 shows the final 3D positions of the three
targets and the three pairs of targets. Camera 2 ends up
far from the other cameras. Fig. 3 shows the views of the
three cameras, including the final image of the tracked
targets and the trajectory the corner points traced in the
image over time. From the trajectory curves, it can be
seen that the objects remain in view of each camera.
The dashed ellipse and square represent the final values
of the variance and mean, while the solid ellipse and
star represent the goal variance and mean, though they
overlap closely in these figures.

The second simulation includes the regulation of dis-
tance between the cameras. Fig. 4 shows the final 3D
positions of the three targets and the three pairs of
targets. While the targets all end at the same locations,
the cameras end up much closer to each other. Fig. 5
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Fig. 2. Final 3D locations of the three cameras and the three sets
of targets when inter-camera distance is not regulated.
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Fig. 3. The three camera views and trajectories over time when
inter-camera distance is not regulated.

shows the views of the three cameras. From the trajec-
tory curves, it can be seen that regulating the distance
between cameras makes the tracking task harder, and
one points is temporarily lost from view in camera one.
However, tracking is successful in that no target ever
fully leaves the field of view.

Fig. 6 shows values of the task functions over time
for the case when inter-camera distance is not regulated,
and Fig. 7 when distance is regulated. As expected, when
distance is regulated, the mean and variance tracking
error is larger, but the final distance between the cameras
is much smaller.

VI. CONCLUSIONS AND FUTURE WORK

This paper presents the results of an initial investi-
gation into balancing two competing surveillance tasks,
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Fig. 4. Final 3D locations of the three cameras and the three sets
of targets when inter-camera distance is not regulated.
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Fig. 5. The three camera views and trajectories over time when
inter-camera distance is regulated.
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Fig. 7. Values of task functions over time when distance between
cameras is regulated

using multiple assets to monitor multiple, moving targets
while maintaining a network communications between
the assets. This problem is visualized as multiple UAV’s
equipped with cameras tracking several groups of mov-
ing vehicles, with a network modeled as a proximity
graph.

To achieve these tasks, a series of prioritized, under-
determined task functions were developed. Maintaining
network connectivity can be ensured by regulating the
distance of each camera to its nearest neighbor. Targets
can be kept in field of view through regulating mean and
variance of the targets’ features in the image. A third
task function seeks to maximize motion perceptibility.
There is no specific goal image or goal pose for the
cameras, rather the underdetermined nature of the task
functions allows the camera to move as necessary to
regulate the task functions and keep objects in the FOV
while maintaining network connectivity.

There are several avenues of future work. No formal
stability analysis has been presented of the closed loop
system. Simulations are very promising, but a proper
analysis can determine whether, or under what condi-
tions, stability can be achieved for all tasks. There are
also numerous other task functions that could be used.
For instance, it may be desirable to maintain a certain
distance or orientation with respect to the tracked objects.
The network was limited to three nodes, which allowed
for the use of a simple distance regulation to maintain the
network. This methodology must be extended to a larger,
possibly unlimited, number of assets. This will require
a better metric for measuring and regulating network
connectivity.
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