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Stability Margin Scaling Laws for Distributed Formation
Control as a Function of Network Structure

He Hao, Prabir Barooah, and Prashant G. Mehta

Abstract—We describe a methodology for modeling, analysis and dis-
tributed control design of a large vehicular formation whose information
graph is a D-dimensional lattice. We derive asymptotic formulae for the
closed-loop stability margin based on a partial differential equation (PDE)
approximation of the formation. We show that the exponent in the scaling
law for the stability margin is influenced by the structure of the informa-
tion graph and by the control architecture (symmetric or asymmetric). For
a given fixed number of vehicles, we show that the scaling law can be im-
proved significantly by employing a higher dimensional information graph
and/or by introducing small asymmetry (mistuning) in the nominally sym-
metric proportional control gains. We also provide a characterization of the
error introduced by the PDE approximation.

Index Terms—Distributed control, formation control, mistuning, partial
differential equation (PDE), stability margin.

1. INTRODUCTION

We consider the problem of distributed control of a large vehicular
formation. The control objective is that vehicles maintain a desired for-
mation geometry while following a constant-velocity type desired tra-
jectory. The desired formation geometry is specified in terms of desired
relative positions between pairs of vehicles. The desired trajectory of
the formation is specified in terms of trajectories of a few lead vehicles.
The problem is relevant to a number of applications such as formation
control of aerial, ground and autonomous vehicles for transportation,
surveillance, reconnaissance, mine-sweeping etc. [1], [2].

Each vehicle is modeled as a fully actuated point mass. This means
that (i) the dynamics of each coordinate of the vehicle’s position are
modeled using a double integrator, (ii) the dynamics along the coordi-
nates are decoupled and (iii) an independent force control input actu-
ates each coordinate. A distributed control law is examined: the con-
trol input for an individual vehicle depends on (i) its own velocity and
(ii) the relative position measurements with a small subset of vehicles
(neighbors) in the formation. The neighbor relationship is defined ac-
cording to an information graph. The existence of an edge (i, j) in the
graph means ¢ and j can measure each other’s relative position and use
that in computing their respective control inputs.

The information graph has been recognized to play an important
role in closed-loop stability of the formation [3], [4]. In a recent work,
Bamieh er al. studied controlled symmetric vehicle formations with a
D-dimensional torus as the information graph [5]. Scaling laws, as a
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function of number of vehicles V, are considered for certain perfor-
mance measures that quantify the sensitivity of the closed-loop to sto-
chastic disturbance. The scaling laws are shown to depend on the di-
mension D of the information graph.

The scaling laws of stability margin—defined as the absolute value
of the real part of the least stable closed-loop eigenvalue—for 1-D pla-
toons and their dependence of asymmetry in control gains, have been
examined previously in [6]. An extension to 2-D formations is consid-
ered in [7].

In this paper, we investigate scaling laws for stability margin of the
closed-loop as a function of i) number of vehicles, ii) structure of the
information graph and iii) the control architecture (symmetric or asym-
metric control gains). We limit the study to a special class of informa-
tion graphs, namely, D-dimensional (finite) lattices. A lattice is a nat-
ural choice in formations where relative measurements are available
between vehicles that are physically close [8].

The analysis of this paper is based on a PDE approximation of the
formation. Such a PDE approximation was originally proposed in [6]
for analysis of 1-D lattice; such approximations have also been consid-
ered in [9] for multi-agent coordination problems. A similar method-
ology based on partial difference equations has been developed in [10].
In this paper, we extend the 1-D analysis of [6] to D-dimensional lat-
tices. We show that for a square lattice with symmetric control architec-
ture, the stability margin scales as O(1/N?/?) for large N. Thus, one
can improve the stability margin by deploying a higher dimensional in-
formation graph. For a non-square information graph, it is possible to
improve the stability margin as a function of V. In fact, it is even pos-
sible to make the stability margin independent of V. The price one pays
for such improvement is either long range communication between ve-
hicles and/or increased number of lead vehicles.

The stability margin can be further improved by introducing small
amount of asymmetry (mistuning) in the control gains. In particular,
the stability margin for a square information graph with mistuned con-
trol gains scales as O(1/N'/¥)—i.e., the exponent is reduced by a
factor of 2 compared to the symmetric case. In the mistuned design,
information from distinct neighbors is weighted differently according
to an optimal mistuning profile. Certain details that have been omitted
due to space limitations appear in a companion paper [11].

II. PROBLEM STATEMENT

We consider the formation control of N identical vehicles. The po-
sition of each vehicle is a D;-dimensional vector (with Dy > 1). Dy
is referred to as the spatial dimension of the formation. Let pid eR
be the dth coordinate of the ¢th vehicle’s position, whose dynamics are
modeled by a double integrator:

i =u da=1,...,D., (1
where u‘gd) € R is the control input. The underlying assumption is that
the vehicles are fully actuated:

Assumption 1: Each of the D, coordinates of a vehicle’s position
can be independently actuated. O

The control objective is that the vehicles maintain a desired rigid for-
mation geometry while following a desired trajectory. The desired for-
mation geometry is specified by the desired values of pgd) (t) — pg»d) (t)
for every pair of vehicles (7, j). The desired inter-vehicular spacing is
denoted by A; d- along the d-axis of a Euclidean coordinate system.
These spacings must be mutually consistent, i.e., A(d) = A(d) + A(d)
for every triple ¢, j, k. Since we consider rigid formatlons A( )’s are
assumed to be constant and known a priori.

0018-9286/$26.00 © 2011 IEEE
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(b) ()

Fig. 1. (a), (b): Two distinct spatial formations that have the same associated information graph, which is shown in (c). Red (filled) circles represent fictitious
reference vehicles and black (unfilled) circles represent real vehicles. Dashed lines [in (a), (b)] represent desired relative positions, while solid lines represent edges
in the information graph (a) A 1-D spatial formation (b) A 2-D spatial formation (c) The information graph for both (a) and (b).

In this paper, we consider the desired reference trajectory of the for-
mation to be of constant-velocity type and it is known only to a few lead
vehicles. We introduce N’ fictitious “reference vehicles,” one for each
lead vehicle. A reference vehicle perfectly tracks its own desired tra-
jectory and the lead vehicle can measure the relative position between
itself and its corresponding reference vehicle.

The control law is distributed and described in terms of an informa-
tion graph:

Definition 1: An information graph is an undirected graph G =
(V,E), where the set of nodes V.= {1,2,.... NN +1,...,N +
N, } consists of IV real vehicles and N, reference vehicles. Two nodes
i and j are called neighbors if (i, j) € E and the set of neighbors of i
are denoted by ;. O

Each vehicle 7 is allowed to use the following information in com-
puting its control signal: (i) measurements of relative positions p; () —
p;(t), j € N, with respect to its neighbors as specified by the infor-
mation graph and (ii) its own velocity as well as the desired velocity of
the formation. The control law is

u® = 37 kO G p - ALY < BV GO — @)
JEN;

where i = 1,.... N, v*¥ is the dth component of the desired ve-
locity of the formation, k((d)) are proportional gains and b((?l)) are deriva-
tive gains. The closed-loop dynamics of the ith vehicle are obtained by
combining the open loop dynamics (1) with the distributed control law,
which yields

Pi = Z —keijy(pi —pj — Aij) = bi(pi —0") )
JEN;

where the superscript d is suppressed since the closed loop dynamics
in each of the D, spatial dimensions are decoupled (due to the fully
actuated assumption and because the control input u,gd) is based only
on measurements taken along the dth dimension).

Let p; (¢) denote the desired trajectory of the ith vehicle—this tra-
jectory is uniquely determined by the trajectories of the reference ve-
hicles and the desired formation geometry. For example, if r is a ref-
erence vehicle, then p; (t) = pr(t) + Aidr) To facilitate analysis, we
define the following coordinate transformation: p; := p; — p?, so that
]'3,- = p; — v". Substituting these into (2), we have

bi= Y —kg (B — By) — bib,. ©)

JEN;
Since the trajectory of a reference vehicle is assumed to be equal to
its desired trajectory, p» = O if r is a reference vehicle. To express
the closed-loop dynamics of the formation compactly, we define: ¢ :=

(P1.Dq5--- PN D N]T. Using (3), the state-space model of the vehicle

formation can now be written compactly as ¢ = A, where A is the
closed-loop state matrix.
In this paper we restrict ourselves to lattices as information graphs:
Definition 2 (D-Dimensional Lattice): A D-dimensional lattice,
specifically an; X ny X - -+ X np lattice, is a graph with n; n2...np
nodes. In the D-dimensional space HD, the coordinate of the ith node

is7:=[i1,....ip], where ig € {0,1,...,(ns — 1)}. An edge exists
between two nodes ¢ and j if and only if ||7 — J|| = 1, where || - || is
the Euclidean norm in R”. A ny X ns X -+ X np lattice is denoted
bY Zny xnox--xnp- O

A D-dimensional lattice is drawn in R” with a Cartesian reference
frame whose axes are denoted by z1, x2,...,zp.

Remark 1 (Spatial Dimension vs. Information Graph Dimension):
The dimension D of the information graph is distinct from the spatial
dimension D,. Fig. 1 depicts an example of two formations in space,
one with D, = 1 and the other with D, = 2. The information graph,
depicted in part (c) of the figure, is the same 3 x 3 2-D lattice for either
formation (i.e., D = 2). Note that the coordinate axes used in defining
alattice are, in general, not related to the coordinate axes in the physical
space RD:.

Due to the fully actuated nature of dynamics, the spatial dimension
D, plays no role in the results of this paper. The dimension of the
information graph D, on the other hand, will be shown to play a crucial
role. O

In this paper an information graph G is a lattice Zin,x...xnp,
where n; ny---np = N 4+ N,. For a given N, the choice of
Ny, D, ny,no,...,np determines the specific information graph
within the class. An information graph is said to be square if
n,—1=mny =--+=np.

For the ease of exposition, we only consider the following arrange-
ment of lead (and therefore of the reference) vehicles:

Assumption 2: The reference vehicles are arranged so that a node
7= [i1,...,ip] in the information graph corresponds to a reference
vehicle if and only if iy = ny — 1. O

Assumption 2 means that all reference vehicles are assumed to be
arranged on a single “face” of the lattice and every vehicle on this
face is a reference vehicle. Therefore, N = (n; — 1)na---np and
N, = ny---np. Assumption 2 simplifies the presentation of the pro-
posed methodology; other arrangements of reference vehicles can also
be considered and some of these are described in [11].

III. PDE-BASED ANALYSIS AND DESIGN

Our goal is to analyze the closed-loop stability margin as function
of the number of vehicles NV and the information graph dimension D
and to devise ways to improve the stability margin by appropriately
choosing the controller gains. Recall that the stability margin of the
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closed loop, denoted by S, is the absolute value of the real part of the
least stable eigenvalue of the closed-loop state matrix. Instead of ana-
lyzing the state matrix, we proceed by first approximating the dynamics
of the formation by a partial differential equation (PDE) model for large
N . The PDE model yields insights that are useful for analysis and con-
trol design.

A. PDE Model of the Controlled Vehicle Formation

‘We first redraw the information graph in such a way so that it always
lies in the unit D-cell [0,1]", irrespective of the number of vehicles.
Note that in graph-theoretic terms, a graph is defined only in terms of
its node and edge sets. A drawing of a graph in an Euclidean space,
also called an embedding,is merely a convenient visualization tool. For
the remainder of this section, we will consider the following drawing
(embedding) of the lattice Zin, x... x» ,, in the Euclidean space R” . The
coordinate of the ;th node, whose “original” position was [1, . ..,ip],
is now drawn at position [i1¢1, i2¢2, . .., ipcp], where ¢qg 1= 1/(ng —
1),ford =1,...,D.

The starting point of the PDE derivation is to consider a func-
tion p(Z,t) [0,1]° x [0,00) — R that satisfies: p;(t) =
P(Z )| 7=[i1c1,in00,ipep]- A function that is originally defined at
discrete points (the vertices of the lattice Z,,, x...xn ) is approxi-
mated by a smooth function that is defined everywhere in [0, 1]°. The
original function is obtained by sampling the smooth approximation.
For the ith node with coordinate i = [iici,...,ipcp], we use (4T
and %~ to denote the nodes with coordinates

idJr = [ilt'l, vy b 1Cd—1, (id + 1)(’d,id+10d+1, NN

«'d7 — [y . 2 + 2 - y &)
1 .—[L1(1,...,ld_lL,d_l.(td - 1)(fd,td+l@d+1,---

) iD UD]:
’ i/_) UL)]
respectively. The closed-loop dynamics (3) can now be expressed as
D D
pi+bip; = — Z k(i iaty (i = Diat ) — Z ki ia—y(Di —Pia—). (4)
d=1 d=1
We next introduce the scalar functions kﬁ, kS, b:[0,1]” — R (for
d € {1,..., D}) defined according to the stipulation
ki iaty = k(@) z=irer,.ipep]s
by
k(z’,id—) = kd(‘r)|i’:[ilcl,...,iDCD}a

bi =b(&)|z=lic1,.ipep]- ®)

By using the following finite difference approximations for every d &
{1,...,D}:

Pidt — Pia— | _ Ip(E,t)
2cq - Oxg
Z=[i1c1,...,tpcp]
Pia+ = 2pi+pia— | _ 9°p(#,1)
2 Oxy?

F=[i1c1,..., ipcp]
the closed-loop dynamics (4) is seen as a finite difference approxima-
tion of the following PDE:

D

8—2+b(f2 EHEDY
ot? ST Rl i

kI(E) = kh(#) 0
ng — 1 Oxg
k(@) + Ky(7) 0

g — 1) Bar B(E, ). (6)

A more detailed derivation of (6) appears in [11] and is entirely anal-
ogous to the PDE derivation in [6] for the 1-D case. The PDE model
(6) approximates the original coupled ODEs (3) and the approximation
improves as each of the n,’s gets larger.

925

Under Assumption 2, the boundary condition of the PDE (6) is of the
Dirichlet type on the face of the unit cell with the reference vehicles and
is of the Neumann type on all other faces

9p
dry

(d>1). @)

p(l,zo,...,ap,t) =0, (0,22,...,zp,t) =0,
p .
%(Iﬂt”xdio or 1 :07

B. Stability Margin With Symmetric Control

Definition 3: The control law is symmetric if every vehicle uses the
same gains: k(; ;) = ko, forall (i,j) € E and b; = bo foralli € V,
where ko and bo are positive constants. O

In case of symmetric control, we have foreveryd =1,..., D

E(Z) 4 k() = 2ko,
b(&) =bo

KI(3) = K43 = 0,

and the PDE (6) simplifies to a damped wave equation

0 5}
— 4+ bo—

912 ot P(E.t) = Lop(&, 1) (8)

where Lo is the Laplacian operator
Lo =31, ko/(ng—1)29%/dx4>. The analysis of the stability
margin requires consideration of the eigenvalue problem

Lod(#) = —Ao (D).

For the given boundary condition (7), the eigenvalues and eigenfunc-
tions of Ly are given by

20, — 1)? 13 13
N =72k | 4 L
(= d(ny —1)2 ° (n2—1)2 + (np—1)2J°

¢y = cos w cos(lomas) - - - cos(Ipmap) 9)
where | = (li,...,0p) and 14 € {L1,2,...}, lz,...,lp €

{0,1,2,...}. The interested reader is referred to [12] for further
discussion on the eigenvalues of PDEs.

The eigenvalues of the PDE are obtained in terms of A;. Specifically,
we consider a Fourier series expansion p(#,t) = > ép(F)az(t). In
these Fourier eigenfunction coordinates, taking a Laplace transform of
(8) yields the characteristic equation s> + by s + A7 = 0. The two roots
are slé: i= 1/2 (=bo £ /b3 — 4X;). If the discriminant b5 — 4y is
positive, both the eigenvalues are real-valued. In this case, slj' is closer
to the origin than 535 so we call slj' the I-th less-stable eigenvalue.
The least stable eigenvalue is the one among these that is closest to
the imaginary axis and the stability margin is the absolute value of its
real part. The least stable eigenvalue can be obtained by minimizing
Ay over the D-tuple (1, ...,1n). Using (9), we see that this minimum
is achieved at Iy = 1,lo = -+ = Ip = 0, where A1 0,....0) =
72ko/4(ny — 1)*. Therefore

Smin := min sT
(I eelp) 1
1/2
bo szk‘()
=—| -1 l1- ——m—
2 + bg(nl bl 1)2

ko 1
S ——Y
4bo(ny — 1)? + ni
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where the last equality holds when n; > 1 4+ 71/ko /bo. The stability
marginis S = |Re(smin )| and the analysis above leads to the following
result for the stability margin.

Theorem 1: Consider a vehicle formation with closed-loop dy-
namics (3). With symmetric control under Assumption 2, the stability
margin S of the PDE model (8) of the closed loop dynamics has the
asymptotic formula

ke 1 1
5= 4by (ny — 1) +O<77‘1‘>

that holds as n1 — oc. O

This result tells us that the stability margin of the vehicle formation
depends only upon n; —the number of vehicles along the = axis. The
21 axis is special because it is normal to the face of the graph with
the reference vehicles. In the PDE model, the boundary condition is of
the Dirichlet type on this face (see (7)). Analogous estimates also hold
with different arrangement of the reference vehicles (see [7], [11] for
details).

1) Square Information Graph: For a square information graph,
N=(ng—1)ng---np = (n1 — I)D and it follows from Theorem
1 that the stability margin is given by:

ko 1 1
5= T vom O\ Fm

This shows that for a constant choice of symmetric control gains kg
and bo, the stability margin approaches 0 as N' — oc. The dimension
D of the information graph determines the exponent of the scaling law
for S. For example, the stability margin scales as O(1/N?) for a 1-D
information graph and as O(1/N) for a 2-D information graph. Thus,
for the same control gains, increasing the dimension of the information
graph improves the stability margin significantly. In practice, this may
require long range communication, since neighbors in the information
graph need not be physically close. Recall that an information graph is
a drawing of the connectivity.

2) Non-Square Information Graph: Consider a non-square infor-
mation graph with ny = O(N€), where ¢ € [0,1] is a fixed con-
stant. From Theorem 1, it follows that S = O(1/N?). By choosing
¢ < 1/D, the loss of stability margin S as a function of N can be
slowed down, as compared to the square lattice. Thus, within the class
of D-dimensional lattices and fixed /N, certain information graphs pro-
vide better scaling of the stability margin than others. In fact, by holding
n1 to be a constant independent of the number of vehicles NV, the sta-
bility margin can be bounded away from zero even as the number of
vehicles increases without bound. The price one pays for such improve-
ment is the increased number of lead vehicles. This is the case because
N, = N/(n1 — 1) by Assumption 2.

It is important to stress that not all non-square graphs are advanta-
geous. For example, if ny = O(N) and no through np are O(1),
it follows from Theorem 1 that the stability margin S is O(1/N?).
This is the same asymptotic trend as in a 1-D information graph. In
this case, the D dimensional information graph effectively behaves as
a 1-D graph.

Fig. 2 provides numerical corroboration of the results. The stability
margin S as a function of IV for three distinct 2-D information graphs
are shown. The margin obtained by computing the eigenvalues of the
closed-loop state matrix A is compared against the prediction by The-
orem 1. The plots show Theorem 1 provides an excellent prediction of
the stability margin trends.

10)

an

C. Mistuning-Based (Asymmetric) Control Design

We next consider the effect of small perturbation to the nominally
symmetric control. The objective of the mistuning-based control design
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Fig. 2. Stability margin predicted by Theorem 1 for a vehicle formation with
2-D information graphs of different “aspect ratios.” The control gains used are
ko = 0.01,b9 = 0.5. The legend ”SSM” (abbreviation of “state-space model”)
means the stability margin is determined from numerical computation of eigen-
values of the state matrix A. For the first case, ny — 1 = 5 and n, = N/5.
Theorem 1 predicts that in this case S = O(1). In the second case, no = 5
and n; — 1 = N/5, which leads to .S = O(1/N?). The third case is that of a
square information graph, n; — 1 = n, = +/N, for which S = O(1/N).

is to introduce such perturbations with the goal of improving the scaling
law for the stability margin.
Specifically, we consider gain profiles k(%) = ko + <k’ (),
E5(E) = ko+2kb(#), where £ > 0 isa small parameter 51gn1fy1ng the
small amount of mlstunmg and k) ( ), k(&) are mistuning profiles
that satisfy k ||OO = 1and ||l. 7)||oe = 1. That is, for every d,
we require sup |k (r) —ko| < e and supx |kd(r) L0| < . Define
k5(F) == BS(F) + k4(F) and k7 (F) := k}(F) — k(). The PDE
(6) now becomes

o? g 92
b t p(,t
a2 + ot )= Z (na — 1) 6L (1)
O k@ 9 kr@ o
da\r d \ T S0
- a5 — T, t).
+5; 2(nag — 1)? 0«3~ na — 10wy P 1. (12)

—

The control problem is to design the functions k5(&) and k7' () to
maximize the stability margin. For small mistuning, the solution to this
problem is given by the following theorem:

Theorem 2: Consider the problem of maximizing the stability
margin of PDE (12) by designing the proportional control gains kg') ,
where the gains are required to satisfy |kfi) — kol < &, withz > 0
being a small pre-specified constant. The optimal control gains are
given by

K (Z) =ko+e, K (Z) =k —c,

E2(@) =k (d>2). 13)
The resulting stability margin is given by
2 1 1
bo n1 — 1 + <nf> a4

The formula is asymptotic in the sense that it holds when
ni,...,np — ocands — 0. O

It follows from the result above that the corresponding optimal con-
trol gains for the ith vehicle (i = 1,2,..., N) are k(; ;1+) = ko + =,
k(ii—y = ko — ¢ and k(; j) = ko for all other neighbors j. That is,
the nominally symmetric control gains are mistuned only along the x1
axis (normal to the face with reference vehicles).
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Fig. 3. Improvement in the stability margin S by mistuning for a vehicle for-
mation with 2-D square information graph. The nominal control gains are ko =
0.01, by = 0.5 and the mistuning amount is £10% (¢ = 0.001). The legends
“SSM” and “PDE” correspond to the state-space model and the PDE model, re-
spectively, while “nominal” corresponds to symmetric control.

Comparing Theorems 1 and 2, we see that the effect of mistuning is
to introduce a square root in the stability margin formula. For the spe-
cial case of a square information graph, the stability margin is given by
S =22/b1/NYP 4+ O(1/N?*/P). Thus, even for small values of &,
mistuning can improve the closed-loop stability margin by a significant
amount, especially when the number of vehicles is large. Note that the
improvement over symmetric control is brought about by changes in
the proportional gains kg') alone. Changes in the derivative gains b; do
not affect the asymptotic trend of the stability margin. Using the same
perturbation method as in the proof of Theorem 2, we can see that it is
not possible to reduce it to O(1/n1) (O(1/N*/P) for square informa-
tion graph) by small changes in the derivative gains.

Numerical verification appears in Fig. 3. The proportional control
gains are perturbed from their nominal symmetric values by +10%.
The figure shows that i) the eigenvalues of the PDE (12) closely match
the closed-loop eigenvalues of the formation (A matrix) and ii) the
mistuned eigenvalues show significant improvement compared to the
nominally symmetric case. The improvement is particularly noticeable
for large values of N, while being significant even for small values
of V.

Proof of Theorem 2 (Sketch, See [11] for Details): The proof pro-
ceeds by using a perturbation method. The eigenvalues are obtained by
taking the Laplace transform of the perturbed PDE (12). For ¢ = 0,
the eigenvalues s%o) and the corresponding eigenfunction (,blg)) have al-
ready been obtained (see (9)). Denoting P(s) := 5% 4+ bos — Lo, we
have 7;(8;0))65;0) = 0. For ¢ > 0, we consider the eigensolution in
terms of regular perturbation about the £ = 0 solution

sp=sv +esi) +0(%),
o1 =0y +eol) + O().

The O(¢) balance gives

D D - 2

p( s — () 9 _ ki@ 0

Plog)or = ; g — 10w © Z 2(ng — 1)? 927
~bos(? — 25070 | ol = R.
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For a solution z,bgg) to exist, I must lie in the range space of the
operator /P(slﬁo)); Since /P(slﬁo)) is self-adjoint, the range space is
orthogonal to its null space. So, (R, q’);o)> = 0. We thus have the
following equation:

ad)(o) D 926 /(0)

D
E d(pl/
/ / Zld—l Oxg +22(nd—1)3 aad

—byst? ol — 257589 6 6Oy dy = 0.

Setting [y = 1 and l; = O for d > 1 and following straightforward
manipulations, we obtain an asymptotic formula for the least stable
eigenvalue of PDE (12)

Smin = 8§

4
o) _ em L) si (,,, )d
min Qbo(’n] — 1)‘/0 1 (l‘) sSin | wTy T

er? lw i o [ T 2
_m./U k1 (%) cos 571 dry + O(e%)

where smm is the least stable eigenvalue for the = = 0 problem. To min-
imize the real part of the least stable eigenvalue, we need to only choose
k" (®), because the term involving &} () is of order 1/(ny — 1),
whereas the term involving k3 (&) is of order 1/(n; — 1)%. Therefore,
we set

(@) =0=k7 (@) ford=2,...,D, and k(%) = 0.

This leads to k{ (#) = —k}(%) k(%) = ZI;:f(") The stability
margin is maximized by making the integral fo k'” (&) sin(mxy)dz as
large as possible. To do so, we set Em (&) to be the largest possible value
everywhere in the unit cell subject to the constraint |k(d’) — ko| L e.
This give us the optimal control gains given in (13) and the stability
margin formula also follows. u

D. Approximation Error

The PDE model (6) is an approximation of the coupled-ODE model
(3) of the formation. Our analysis of the stability margin of the forma-
tion (Theorem 1) is based on the least stable eigenvalue of the PDE.
The mistuning-based control design is also arrived at by designing for
the PDE. For the conclusions derived from the PDE-based analysis to
be valid, one must address the following question: is the least stable
eigenvalue obtained from the PDE model a good approximation of the
least stable eigenvalue of the ODE model? The answer happens to be
yes, as the following result shows.

Lemma 1: With symmetric control (respectively, mistuning control
specified in Theorem 2), the difference between the stability margin of
the PDE model (6)~(7) and of the coupled-ODE model (3) is O(1/n})
(respectively, O(1/n7) + O(c?)). O

We see from the result above that the ratio of the difference between
the stability margin predictions by the PDE and ODE models to the
stability margin itself is O(1/n1), which is small for large nq. The
proof of the result is not included here due to space constraints; the
interested reader is referred to [11, Lemma 1].
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Fig. 4. Comparison of symmetric control’s performance for the same forma-
tion with 1-D and 2-D information graphs, respectively.

IV. TIME DOMAIN SIMULATION

We now present results of the time-domain simulations that provide
further corroboration of the results, that the stability margin can be im-
proved by (i) using a higher-dimensional information graph with sym-
metric control; and ii) by using mistuned control gains for the same in-
formation graph. For the first set of simulations, we consider N = 25
vehicles in a 1-D formation (D, = 1). The initial position and ve-
locity of each vehicle are randomly drawn from a uniform distribution
on [—0.01,0.01]. We carry out simulations with two distinct informa-
tion graphs for the same physical formation: a 26 nodes (including 1
reference vehicle) 1-D lattice and 6 X 5 nodes (including five refer-
ence vehicles) 2-D lattice. Fig. 4(a) and (b) depict the trajectories of
the position errors of the vehicles, for the 1-D and 2-D information
graphs, respectively. In both cases, the control law is symmetric with
gains ko = 0.01, bp = 0.5. Comparing Fig. 4(a) and (b), we see that
the transients due to initial conditions decay faster with the 2-D infor-
mation graph compared to the 1-D case. This improvement is consis-
tent with the result of Theorem 1. The second set of simulations are
carried out to verify the effect of mistuning. We consider a formation
with 15 X 15 vehicles and 15 reference vehicles employing a square
2-D information graph—a 16 X 15 nodes 2-D lattice. The initial po-
sition and velocity of each vehicle are again chosen as random small
perturbation of the desired position and velocity. Fig. 5(a) and (b) de-
pict the trajectories of the position errors with symmetric and mistuned
control gains, respectively. For the symmetric case, the control gains
are ko = 0.01, bp = 0.5. For the mistuned case ¢ = 0.001, i.e.,
the gains k; ;) are perturbed by £10% from the nominal symmetric
value ky. Comparing Fig. 5(a) and (b), we see that the transients due
to initial conditions decay faster for the mistuned design as compared
to the symmetric case. This improvement is consistent with results of
Theorem 2.

V. DISCUSSION

We studied the closed-loop stability margin with distributed control
of a network of IV vehicles, each modeled using a double integrator.
The effect of two main factors on the stability margin was examined:
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Fig. 5. Comparison of time-domain performance between symmetric and
mistuned control with the same 16 X 15 nodes (including 15 reference
vehicles) 2-D square information graph. Only the first 15 vehicles’ errors
are shown.

(i) the structure of the information graph (within the class of D di-
mensional lattices) and (ii) asymmetry in the use of information from
neighboring vehicles.

For a square lattice with symmetric control, the stability margin
approaches zero as O(1 /NZ/ DY) as N — co. Therefore, the stability
margin can be improved by increasing the dimension of the informa-
tion graph. For a non-square information graph, the stability margin
can be made nearly independent of the number of vehicles by choosing
the “aspect ratio” appropriately. The trade-off is that increasing the
dimension of the information graph or choosing a beneficial aspect
ratio may require long range communication and/or entail an increase
in the number of lead vehicles. Our results are therefore useful in
investigating design trade-offs between performance and the cost of
designing information architectures for distributed control.

The other main contribution of this paper is the mistuning-based con-
trol design. We showed that the stability margin can be improved sig-
nificantly by using a small amount of asymmetry (mistuning) in control
gains. In particular, for square lattices the stability margin can be im-
proved to O(1/N''/P), which is significant, especially for large N. The
additional information needed to implement the mistuned control (as
compared to the symmetric control) is minimal: every vehicle should
know the mistuning parameter < and the indices of its neighbors in the
information graph.

The results of the paper are derived by analysis of a PDE approx-
imation of the coupled-ODE model of the formation dynamics. The
PDE model provides insight into the role of asymmetry that the cou-
pled ODE model does not.

Although this paper considered only the arrangement of reference
vehicles on one face of the graph; it is straightforward to extend the
analysis to more general boundary conditions. In terms of exponent of
the scaling law, the asymptotic trend of the stability margin with N
does not change with different arrangements of the boundary condi-
tions (additional details appear in [7], [11]).
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A New Iterative Algorithm to Solve Periodic Riccati
Differential Equations With Sign
Indefinite Quadratic Terms

Yantao Feng, Andras Varga, Brian D. O. Anderson, and
Marco Lovera

Abstract—An iterative algorithm to solve periodic Riccati differential
equations (PRDE) with an indefinite quadratic term is proposed. In our
algorithm, we replace the problem of solving a PRDE with an indefinite
quadratic term by the problem of solving a sequence of PRDEs with a neg-
ative semidefinite quadratic term which can be solved by existing methods.
The global convergence and the local quadratic rate of convergence are
both established. A numerical example is given to illustrate our algorithm.

Index Terms—Periodic Riccati differential equations (PRDE).

1. INTRODUCTION

In periodic H control [10], in order to obtain a feedback controller,
typically we need to solve one or two PRDEs of the following form
(101, [29]:

—11(t) = A () + T(H At + C(1) C(t)
0 (Bz(t)Bz " - Bl(t)Bl(t)T) 10(t) (1

where A : Rt — R"*", B, : Rt — R"*?, B, : Rt — R"*,
C': Rt — R™*™ are piecewise continuous, locally integrable, T'-peri-
odic functions and IT : RT — R™*" is the bounded symmetric positive
semidefinite T-periodic stabilizing solution we seek. Here R denotes
the set of nonnegative real numbers. Our interest is in providing a new
type of solution algorithm to solve (1), which is built on recent develop-
ments for solving algebraic Riccati equations (AREs) with an indefinite
quadratic term [23].

In [23], the problem of solving an H-type ARE is replaced by the
problem of solving a sequence of H>-type AREs and each of them
can be solved by some existing algorithms [21]; then the solution of
the original ARE can be approximated by the sum of the solutions of
the H»-type AREs. Since AREs can be regarded as a special class of
PRDEs, we are interested in extending the algorithm in [23] to solve
H . -type PRDEs.

A key motivation of this paper comes from an increasing interest in
addressing periodic control problems for linear time-periodic systems
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