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Abstract 

In  our work we use queuing theory both for security 

(i.e. onon.vrtri@) and per/)rttrance analvsis. A well-known 
rrnon~vrt~itv tet:hniclue, the A/II*Y tnethod, which is the hasis 
of' ttrost of toda-v'.s deplo.vtrrents, is the ohject of our 
investigcrfion. We .vho,v shortcortrings anti prob1etn.s in the 
A/[.\- rtretho~l nntl suggest possible workarounds. Our 
investi~yntiow revea1.s the level c?f' securib oJ' M Y  based 
.y.sterr~x nncl their pefirrtrnnce characteristics on the 

I .  Introduction 

Leonard Kleinrock starts his famous book "Queuing 
Systems" 1151 with the words "How much did you waste 
waiting in line this week?" With this question, he 
espresscs the aim of queuing theory: reducing waiting 
times. However, this is not true for all circumstances. For 
instance, in the anonymity area a short waiting time can be 
the first indication of an attack. In this work, we present 
this problcr~l and a~mlyze k1low11 tcchniqucs with the aid of 

queuing theory. We also discuss alternative techniques 
which guarantee a given delay time. 

In the riel? chapter we present the most popular 
anonymity technique, the MIX method, and related works. 
We analyze the direct implementation of the MIX concept 
with the aid of queuing theory and show the importance of 
time. We present two variants, which delay messages 
independent of traffic, and we evaluate their security 
properties. We conclude our work with performance 
analysis. 

2. Anonymity and the MIX Method 

The challenge for anonymity-providing techniques is 
to acconlplish their basic goal even if: 

The question now is how to hide the existence of any 
communication relationship, i.e. that a message was sent 
(sender anonymity) or received (receiver anonymity) by a 
user. Although the content of a message can be effectively 
protected by cryptographic techruques, the use of 
cryptography alone cannot guarantee anonymity. The 
omnipresent attacker E can observe the sender of a 
message and follow the message up to the receiver, 
thereby detecting the communication relation without the 
need to read the content of the packets. 

Hence, the decisive point of anonymity techniques is 
to organize additional traffic in order to confuse the 
adversary and conceal the particular communication 
relationship. The sender andlor receiver of a message must 
be embedded in a so-called anonymity set. 

The main questions related to an anonymity set are: 

1. How is the anonymity set established'? 

2. What is the size of the anonymity set? 

2.1 Related Works 

Anonymity (i.e. privacy) has become a hot topic on 
the Internet, as illustrated by several recent works and 
deployments [4, 7, 11, 241. However, anonymity is not a 
new topic. The first works, known to us, are [2, 3, 6, 18, 
22, 231. The main aim of these theoretical works is to 
provide full or even perfect security. Of the suggested 
techniques, the MIX concept is the most often 
investigated. Centmlized MIX stations handle the 
bookkeeping associated with the anonymity sets, and 
provide flexible access to an anonymity service and can 
therefore serve a large number of users. Other known 
anonymity techniques require the end user to build his own 
anonymity set (see e.g. DC-Network [3]). This 
requirement can severely limit flexibility for the users, 
since anonymity-building software has to run on the user's 
computer and the members of the anonymity set have to 

a) The underlying communication network is global be known beforehand (see [12, 131). 

and is not subject to any topology restrictions; and Unfortunately, the MIX concept is not directly 
applicable to the Internet 1131 and therefore most new 

b, The attacker is able to tap transmission lines works and deployments use a rnodlfied MIX (e.g. [I], [S], 
of the communication network and control all but [8], [9], [20], 1241 and distantly related [2 11). None of 
one intermediary switching node. The attacker E is them can provide the same security as the classical MIX 
not able to break the chosen cryptogmphic method but they are practical. 
techniques. 
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They do not build an anonymity set (e.g. [8, 211) and 
thus assume that the eavesdropper cannot listened to all 
the lines between the intermediary nodes (in particular the 
attack by E described above can be applied here). 

Some of these approaches (e.g. [I], [9], [20]) build an 
anonymity set, but this set is not protected against attacks: 
an attacker can contribute several times to the same 
anonymity set. Note, that if the anonymity size is n and the 
attacker can contribute (n-1) of members, then the 
remaining one is of course observable (compare it with 
[19]). In the security area, wiretapping (passive attack) 
and sending messages to an open network are not 
considered to be strong attacks (compare this also with the 
cryptography area). We analyze the MIX concept and the 
MIXmaster variant against this attack, since the 
MIXmaster is known in the literature as the strongest 
implementation of the classical MIX concept [16]. We do 
not analyze all other variants (e.g. [ l ,  8, 16, 20, 211) since 
some of them provide less or same security and others are 
less practical (see [ 121). 

2.2 MIX Concept 

MIXes collect a number of packets from distinct users 
(anonymity set) and process them so that no participant, 
except the MIX itself and the sender of the packet, can 
link an input message to an output message [2]. Therefore, 
the appearance (i.e. the bit pattern) and the order of the 
incoming packets have to be changed kvithn the MIX. The 
change of appearance is a cryptographic operation, which 
is combined with a management procedure and a universal 
agreement to achieve anonymity: 

User protocol: All generated data packets with 
address infomntion are padded to equal length 
(agreement). combined with a secret random number RN, 
and encrypted with the public key of the MIX node. A 
sequence of MIXes is used to increase the reliability of the 
system. 

MIX protocol: A MIX collects n packets (called 
batch) from distinct users (identity verification), decrypts 
the packets with its private key, strips off the RNs, and 
outputs the packets in a different order (lexicographcally 
sorted or randomly delayed). Furthermore, any incoming 
packet has to be compared with former received packets 
(management: store in a local database) in order to reject 
any duplicates. Every MIX (except the first) must include 
an anonymous loop back1, because only the first MIX can 

Loop back: Every MIX knows the sender anonymity set. It 
signs the received packets and broadcasts them to the respective 
users. Each user inspects whether his own message is included 
or not and transmits a yes or no. The MIX goes on if it receivps 
yes from all members of  the anonymity set. 

decide whether or not the packets are from distinct 
senders. 

E.g. assume that A wants to send a message M to Z 
(Fig. 1). A must encqpt the message two times with the 
public keys ci of the respective MIXes and include the 
random numbers RN,: cl(RN1, c2(RN2, Z ,M)) 

4- Loop Back 

User A 

User B 

User C 

collect n messages collect n messages 
from distinct users from distinct users 

Fig. 1 : Cascade of two rnixes 

Applying this protocol, the MIX method provides full 
security. The relation between the sender and the recipient 
is hidden from an omnipresent attacker as long as: 

a) One honest MIX is in the line of the MIXes, which 
the message passes. 

b) The (n-1) other senders do not all cooperate with 
the attacker. 

[17] states that the MIX method provides 
information-theoretic deterministic anonymity based on 
complexity-theoretic secure cryptography. 

2.3 The (n-1) Attack 

Before a MIX can fonvard a packet, it has to collect n 
messages from different users. This group function 
ensures that each packet is from a distinct user. However, 
a suggestion in the contex? of the Internet scenario cannot 
assume this functionality, mainly because it can only be 
ensured securely if a Public Key Infrastructure (PKI) 
exists. Since PKI is not generally available to the public, 
all implementations without this functionality are insecure 
(see for a suggestion of group function assuming PKI 
using blind signatures [I]). If a MIX cannot decide 
whether the packets are from different senders, the 
attacker can intercept the incoming packets, isolate each 
packet, and fonvard it together with (n-1) of h s  own 
packets. This is known as a trickle attack [9]). All MIX 
variants like MIXmaster [5] are insecure against t h ~ s  
attack. One vulnerability of these variants is that the time 
until n messages are collected by a MIX and hence the 
end-toend delay of a message is not known 
(asynchronous communication model). Therefore it is 
possible to delay a single message without any risk of 



detection. There is no solution for this problenl (known to 
US), if the g o d  is complete ( i t .  perfect) security is aimed 
[19, 12). 

Furthermore. in t h ~ s  work we show that these MIXes 
and MIX variants are also insecure against a weaker 
attacker niodel _E: _E is not able to intercept incoming 
packets from distinct users. but he is able to eavesdrop o n  
the communication wire a i d  to send his own nicssages 
with a constant rate 4,. 

The concrete attack scenario is as follows: :'listens to 
the input and output lines of the one MIX station assumed 
to be honest, and is able to send A,, of his own messages. 
One particularly feature of MIX enables this attack: 

Deterrtrinistic output hehnvior: Sending nlessages to 
the MIX at a high rate results in a high odput  n t c  from 
the MIX. 

In the nest scctio~s. we will ana ly~e  this disclosing 
attack. 

2.4 Measuring the Success of Disclosing Attack 
on the MIX 

In order to dctcnliinc the probability of a succcssfi~l 
attack. we assunie tl~?t real nlcssages anive at the MIX 
according to a Poisso~i process with rate A. 

As before. let there be an attacker L sending niessagcs 
to the MIX at the rate A,. The MIX odptas  a batch when 
it has received n messages. If the attacker starts sclidilig n- 

1 nicssages immediately after a batch has been proccsscd. 
the attack is si~ccessful if. during the tirile hc needs to send 
those messages. not more tlxln one real rncssage arrivcs :it 
the MIX. The length of this intcn~al is t=(rr-l)lA, and the 
number of real messages an i r ing  during it is Poisso~i 11 

distributed. so the probability tlxit the attack was 
successful is [14J 

To calculate the probability that an arbitrary message can 
be attacked successfully. we have to divide this probability 
by the mean number of real messages arriving within one 
interval, this is the expectation for the Poisson distribution 
At plus a correction for the case that no real message 
anives during the interval. Then  the MIX waits for the 
nest aniving message, and the interval is e~Tended until 
the message arrives. This case happens with probability 
esp(-At), so the mean number of amvals is At + esp(-At) 
and the probability of a successful attack on an  arbitrary 
message is (see Figure 2): 

Figure 2: Probability of succes.sji)r an attack on a rnes- 
sage passing through a AfiY ,r?ith con.vtnt7t botch .vrzc / r  

2.5 Extending M i x  to Mixmaster  and the 
Success of Disclosing Attack 

The MIXn~lstcr for email by Cottrell 151 was the first 
real application in the Internet. \vliicli used the MIX 
concept. I t  includes the follo\ving parts of the MIX 
couccpt: same futlction for chirngc of appearance (for 
encryption RSA (1024 Bit) arid TDES (168 Bit) ;ire uscd). 
replily dctcct io~~ by evaluating a package identity (32 Bit 
raitdo~n number). riniforni sizing. l ustead of batclting and 
rcordcring niessagcs. a so-called pool-rrrorle is uscd. 
(Strictly speaking thcrc arc t\vo proccssirig ~tiodcs, but \ ~ . c  
will only analyze the pool-niodc. since thc security 
alulysis is similar for both modes). The MlX~lclstcr in 
pool-mode collects n packets. Wllcti packet (rr I -  I) i ~ n i ~ e s .  
the MIXmaster chooses one of the (n t  1 )  palckcts at 
random and fonvards it to its desti~xltion address. It is not 
possible to predict how long a message night be kept in 
the pool (nor is it known for the sender). 

A succcssfr~l attack consists of three steps: 

i. Attacker fills up the pool with his own messages. 
sending at rate 1, 2.  

ii. A "real" nlcssage amves. 
. . . 
111. Attacker sends messages at the rate h,, until the 

MIXmaster fonvards the real message. 

To calculate the probability for step i. wc assunie that 
the attacker always sends at rate h, and that the system is 
in the steady state. At a given arbitrary time the probability 

The attacker knows the number of his messages in the pool, 
since he observes all incoming and outgoing messages. 



for each message in the pool to be a genuine message is 
i./(7-+?,d. Thus the probability that the attacker will 
successfully fill the pool is: 

Applying the PASTA-Property [lo] this probability is 
always correct. 

Now, we have to calculate the probability of 
forwarding the genuine message after m steps. Since a 
message in the MIXmaster is chosen with the probability 
l/(n+ I ) ,  the probability that the genuine message will be 
chosen in the rnm step is (if no other genuine message 
arrives in this time): 

The length of this interval is t=m/ h,  and the 
probability that no other genuine message will amve is 
exp(-At). Bringing all parts together and using the theorem 
of total probability the attack success is (see figure 3): 

P(success) = pF - C exp - - 
m=o ( ~ f ) ( n : i m + l  

Figure 3: Probability of success for an attack on a 
message passing through a MIXmaster with constant 
pool size n 

3. MIXes capable of Delaying 

MIXes capable of delaying messages independent of 
traffic avoid the direct dependence on the packet arrival 
rate and are therefore not vulnerable to the attacks shown 
in the previous section. Such MIXes change the 
appearance of messages the same way as the classical 
MIX nodes but do not collect a fixed number of messages. 
We present and analyze two possible realizations T-MIX 
(Time-MIX) and SG-MIX (Stop-and-Go MIX) 1121. 

3.1 T-MIX 

A T-MIX operates with a fixed time interval of lcngth 
T between the outputs of two batches. The probability of a 
message being successfully attacked by an eavesdropper is 
simply the probability that no other message arrives in the 
same interval. The number of other messages arriving in 
that interval is Poisson distributed and therefore equals 
exp(-IT). 

Note that because messages from an active attackcr do 
not influence the behavior of the T-MIX at all, a 
disclosing attackcr has no advantage over a passive 
eavesdropper. We have sccn that a T-MIX is not 
absolutely secure against even passive attacks. But, if we 
choose the interval lcngth T so that hT = 50 .  the 
probability that any message can be trackcd from a passivc 
and disclosing attacker is equally negligible. We could do 
even more and include a few dummy messages generated 
by the T-MIX in each batch, but we think small amount of 
additional obscurity gained is not worth the trouble. 
Server-generated dummies can only hide the tnlc 
recipient, in any case, and are of no use if the recipient of a 
message cooperates with the attacker. 

To use T-MIXes an appropriate time interval T must 
be chosen. If every participant selects the intermediary 
nodes to use independently and with equal probability, 
then the arrival rate h will be nearly eqw1 at evely node. 
This value of the arrival rate should be digitally signed and 
published regularly by every node. These values can be 
collected and averaged by the users or T-MIX nodes. The 
mean value of h can then be used to calculate the values of 
T accordingly. In practice, the arrival process is not time- 
homogeneous, and the fluctuations of h should be taken 
into account. 

3.2 SG-MIX 

T-Mixes provide enough security against thc 
disclosing attacker ,F. What is needed is a tcchniqile that 
provides security against E without requiring identity 
verification. SG-Mixes provide such security and we will 



next sketch the level of security that can be guaranteed 
with th~s  techmque without identity verification. 

The SG-MIX [12, 131 operates in the same way as a 
classical MIX, but does not collect a fixed number of 
messages. A sender selects the SG-MIXes to be used from 
those available with equal probability. He calculates for 
every node i a time window (TS,,, TS,,) and draws a 
random delay time T from an exponential distribution with 
suitable parameter p. This information is appended to the 
packet before encrypting it with the SG-MIX'S public key. 
The SG-MIX i extracts (TS,,, TS,,), and T, after 
decryption. If the anival time of the packet is earlier or 
later than given by the time window the message will be 
discarded. After Ti units of time have elapsed, the SG- 
MIX i forwards the packet to the next hop or to its final 
destination 

The security of the SG-MIX does not rely on shuffling 
a batch of messages but rather on delaying each message 
individually and independently by a random amount of 
time. If the delay times are individually drawn from the 
same e.qonentia1 distribution, the knowledge of the time a 
specific message arrived at the SG-MIX node does not 
help the attacker to identlfy the corresponding outgoing 
message as long as there is at least one other message in 
the queue at some time during the delay. Because of the 
memoryless property of the exponential distribution, if n 
messages are in the queue, it is equally probable for any 
one of them to depart next, regardless of their arrival 
times. Therefore, an attacker can correlate anival and 
departure of a message only if no other message is in the 
queue during the whole delay time. 

The resulting probability that an arbitrary message can 
be tracked by an eavesdropper is given by (see for detailed 
analysis [12, 131) 

with h denoting the rate of message arrivals. 
Let us consider an example: Assume a SG-MIX node 

with a mean arrival rate h = 10 packetsls and parameter p 
= 0.2 packetsls, which implies a mean delay of 5 seconds. 
Then the probability of an arriving packet finding the 
server empty is exp(-50) = 1.9 

In order to provide probabilistic anonymity against E 
SG-MIX must be able to fend off delaying attacks. When 
running such an attack the intruder must delay all 
incoming data packets for a certain amount of time in 
order to "flush" the SG-MIX. Therefore we introduce the 
time stamps (TS,,, TS,,) to detect the delay of an 
incoming data packet and discard it. Thls prevents 
blocking attacks. The SG-MIX techmque allows the 
calculation of the time windows very accurately as the user 
knows in advance the time a message will be delayed. 

We define for the pair of time stamps of node i (TS,,, 
TS,,), the time window Ati during which a packet must 
amve at SG-MIX i. If a At value is given, then the success 
probability of a blocking attack is (see for detailed analysis 
[12, 131): 

P(success) = exp 1 - 
Obviously, when At is given, a linear decrease of p 

leads to an exponentially decreasing probability for the 
success of a blocking attack. The only successful attack 
occurs when the adversary blocks the incoming- messages 
of all SG-MIXes for quite a long time before the attacked 
message anives, since he cannot know which SG-MIX 
node will be selected by the user for any particular 
message. Ths  is usually impossible to do "on demand" 
and, in any case, would block the whole network, i.e. 
result in the loss of many messages due to time-outs, 
which would surely not go undetected. 

The SG-MIX protocol allows the sender to calculate 
an accurate amving time for each message. SG-MIXes or 
Trusted Third Parties (TTP) can use this feature to detect 
delaying attacks. For this purpose they send a message via 
an ahitray path through the SG-MIX network to 
themselves using the SG-MIX protocol. If the related 
packets arrive within the calculated time period, the TTP 
can assume that there are currently no ongoing blocking 
attacks. If the packets arrive signtficantly later than 
expected or do not arrive at all, thls is an indication for an 
ongoing blocking attack. 

The keep-alive timer (i.e. timeout parameter) for such 

a feedback control mechanism must be chosen very 
carefully. If the parameter too small, then every variation 
of the transmission delay will result in an alarm (false 
positive). If the parameter is too large, blocking attacks 
will remain undetected (false negatives). 

While it is clearly impossible to guarantee perfect 
untraceability by ths  method in the rigorous sense, it is 
secure in the same probablistic sense as most 
cryptosystems, if the parameter 1 is suitably chosen 

4. Performance 

To estimate the delays incurred for messages passing 
through an anonyrnity-providing node, we will model 
these nodes as 2-server systems (see Figure 3). The first 
server decrypts the messages and performs other tasks 
such as replay attack detection. The service times of this 
server are dependent only on server power and message 
size and therefore can be assumed to be constant. The 
appropriate model is then an MD/1 server. The second 
server queues the messages until transmission Because it 
does very little computing compared to the first server, it 



can be viewed independently even if both servers are in 
reality one computer. 

tx 

Figure I: .4non-vnrih, providitip node seen as a 
2-sewer s?/stenr 

We will now denvc the mean t ~ m e  a nlessage spends 
in the server, that IS. tlie e\pectatlon of t ,  Let 1/p, be the 
tlnlc the first server needs to proccss a message and h the 
ratc of the message :eirnval process Assiinung that the 
system IS stable. I e p=VpD<l. u e  can dctcnniiic the 
c\pectatlon for the delay In the first server uslrlg the 
Pollac/ek-Khuitch~ne fonnula and L~ttle's Theorem [I41 

For a MIX w ~ t h  constant batch si/e t i .  the tlmc spent 
In the second scnlcr 1s the tlnle ~t needs to fill the batch In 
a stable server systcnl the ratc w ~ t h  \vli~cli messages leave 
the scnlcr equals the arnval ratc, the rilean uitcrarnval tlrne 
at the second scnfcr IS therefore 111 and tlie e\pcctat~on of 
tllc dc1;1y 

For a n  SG-MIX server, the mean delay in the second 
senrer is simply the expectation of the chosen exponential 
distribution l/pw, and we get 

While these average delay times are of the same order 
of magnitude for all three methods, it is important to note 
the differences: 

SG-MIX is the only method where the user knows 
exactly how nl~ich delay the message will suffer, apart 
from the usually rather snmll network and queuing delays. 
This knowledge is inlportant not only to corllpute the time 
windows nlentioned in the previous section but also to 
calculate turn-around times needed for congestion control 
in network protocols. 

T-MIXcs guarantee a finite upper bound for the delay 
time. This is tnie neither for MlXes with fixed batch size 
where delays depend on the anival of other messages, nor 
for SG-MIX nodes because of the characteristics of the 
exponential distribution. 

5. Conclusions 

In t h ~ s  work we l~zvc an~lyzed the MIX concept and 
sonic \miants with the aid of queuing theory. We show 
that queuing theory is not only good for performance 
c\,alunt~on but can also used for security evaluation. 

Thanks are due to Joshua Mittlcman for his helpful 
conuneiits and reading of the n~~nuscript .  The author owes 
also Jan Egrlcr a debt of gratitude for his contribution to 
this work. 

and so \ve get (see Figure 4) 

6. References 

I,-ig~~rc 5: Alcaii total rrressage tlela,v~v= E(t,J in n A//.\' 
with constatit tl~lfhrer~t hatch sizes n (hottotrr-LIP) n=S, 
t i -~ :  20 ariti n -  50 anti ( 1 1 ~ -  I )  

Obviously the expectation of t,,. for a M I X  with 
constant time intervals of length 7' is 772 and the nican 
total delay 

[ I ]  0. Berthold, H. Federrath S. Kopsell, "Ct'eh AlI17ii.s: 
.4 Svsterrr f i r  Anon-vttrous md linohservahle 
Internet :lcce.~.<', International Workshop on Design 
Issues in Anonymity and Unobsen~ability. Berkley, 
2000 LNCS, Springer-Verlag. 200 1. 

[2] D. L. Chaum "lJntraceahle Electronic Alail, Return 
.4c/dresse.s, and Digital Pseurlor~vtrrs" In: Comni. 
ACM. Feb. 1981, Vol. 24. No. 2, pp 84-88, 

[3] D. L. Chaum, '-The Dining Crvptographers 
Prohlerrr: Uncon~litional Sender ar7cl Recipient 
IJnlraceahili1.v" Journal Cryptology, Vol. 1, No. 1, 
Springer-Verlag, 1988. pp 65-75. 

[41 Communications of the ACM. "Internet PrivacC'v: 
The Questjbr .~lnot7.v11~iy~~. vol. 42. num. 2, February 
1999. 



151 L. Cottrell, "MIXmaster and Remailer Attacks", 
htt~://~w.obscura.com/-lokilremailer/remailer- 
essav.htrnl,2001. 

[6] D. J. Farber, K. C. Larson, "Network Security Via 
Dynatnic Process Renaming, Fourth Data 
Communication Symposium, 7-9 Oct. 1975, Quebec 
City, Canada. 

[7] H. Federrath (Ed.), "Designing Privacy Enhancing 
Technologies: Design Issues in Anonymity and 
Unobservability", LNCS 2009, Springer-Verlag 
2001. 

[8] A. Fasbender, D. Kesdogan, 0. Kubitz, "Variable 
and Scalable Security: Protection of Location 
Information in hlobile IF', IEEE VTC'Y6, Atlanta, 
1996. 

[9] C. Gulcu, G. Tsudik, "Mixing Email with BabeP' 
Proc. Symposium on Network and Distributed 
System Security, San Diego, IEEE Comput. Soc. 
Press, 1996, pp 2-16. 

1101 B. R. Haverkort, "Performance of Cotnpzrter 
Cottzmunication Systems", John Wiley&Sons Ltd 
1998. 

1111 IEEE Journal on Selected Areas, "Copyright and 
Privacy Protection", vol. 16. no. 4, May 1998. 

[ 121 D. Kesdogan, "Privacy im Internet", Vieweg Verlag, 
ISBN: 3-528-0573 1-9 (in German). 

[13] D. Kesdogan, J. Egner, R. Biischkes, "Stop-And-Go- 
h.fIATes Providing Probabilistic Anonyrnily in un 
Open System" Proc. 2nd Workshop on Information 
Hiding (IHW98), LNCS 1525, Springer-Verlag 
1998. 

1141 P. J. B. King, "Cottzputer and Cotnmut~ication 
Sy.sterr1.s Perforrrrance hfodelling", Prentice Hall. 
19 90. 

[15] L. Kleinrock, "Queuing Svstems", Vol. I :  Theory. 
John Wiley & Sons. 1975. 

1161 D. Martin Jr., "Local Anonymity in the Internet", 
Ph.D. Dissertation, Boston University, 1999. 

1171 A. Pfitzmann, "Dienstintegrierende 
Kommi~nikationsnetze mit teilnehmeriiberpriijbaretn 
Datenscht~tz", IFB 234, Springer-Verlag, Heidelberg 
1990 (in German). 

[I81 A. Pfitzmann, M. Waidner, "Networks without user 
obsewability - design options" Advances in 
Cryptology - Eurocrypt '85, 219 LNCS, Springer- 
Verlag, 1985. 

[19] J. F. Raymond, "Traffic Analysis: Protocols, 
.4ttacks, Design Issues, and Open Problems", 
International Workshop on Design Issues in 
Anonymity and Unobservability, Berkley, 2009 
LNCS, Springer-Verlag, 200 1. 

1201 M. G. Reed, P. F. Syverson, D. M. Goldschlag, 
"Anonymous Connections and Onion Routing" 

IEEE Journal on Special Areas in Communications, 
16(4):482-494, May 1998. 

[21] M. K. Reiter, A. D. Rubin, "Crowds: Anonymity for 
Web Transactions", ACM Transactions on 
Information and System Security, volume 1, pages 
66-92, 1998. 

[22] C. Rackoff, D. R. Simon, "Cryptographic defense 
against traflc analysis", In Proceedings of the 
Twenty-Flfth Annual ACM Symposium on the 
Theory of Computing, pp 672-681, May 1993. 

[23] M. Waidner, "Unconditional sender and recipient 
irntraceability in spite of active arracks" Euroc~ypt 
'89, LNCS 434, Springer-Verlag, 1989. 

[21] Zero-Knowledge-Systems, Inc., The Freedom 
Network Architecture, httr>:ll~mwv.freedom.net/ 
(200 1) 


	Index: 
	CCC: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	ccc: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	cce: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	index: 
	INDEX: 
	ind: 
	Intentional blank: This page is intentionally blank


