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Iterative Methods to solve systems of
Linear equations

* Many of the engineering (and scientific) problems involve
system of large number of equations.

o You have already seen the elimination methods to solve
such systems.

o In Gauss elimination, the number of computations
involved for an (n X n) system

v' n steps in back substitution
v' At each k' step,
(n-k) computations for [,
» 2(n-k)(n-k+1) for a;'s
Le. » (n—k)+2(n—k)(n—k+1) +n
k=1

2n° n® 7n 2n°




o You can imagine the number of computations
that may be required for 1000 x 1000 system.

o In most cases you have extremely sparse [A].
o They may be diagonally dominant.

o The diagonally dominant matrices can be
solved by iterative methods.

(d Note: A matrix [A] is said to be diagonally dominant if

n
‘aij‘ > ) ‘aij

j=1, j=i

1=212,...,Nn




* Common iterative methods are:
v’ Jacobi iteration

v’ Gauss-Seidel iteration

v’ Successive over relaxation , etc.

* Q. What is the process adopted in any iterative
scheme?

* Usual steps involved in solving [A]{x} = {b}
o Assume initial solution vector {x}\©.

o Using this initial guess improve to get {x}*) and
then using {x}\1) get {x}\2).

o This process goes on till {x}{*) converges to actual
solution.

o Diagonal dominant matrices are used.



Jacobi Method

 As mentioned earlier, the iterative techniques work for
diagonally dominant matrix.

[AIX}={b}
or, Zn:aijxj =b;i=123,...,n

[Al=[L]+[D]+[U],

where [L] — a lower triangular matrix with zeroes on the diagonal,
[U] — aupper triangular matrix with zeroes on the diagonal,

[D] — adiagobal matrix.

ARG =1b}= [L]+[D]+[U] {x} ={b}
= [DIx}={0} - [LI+[U] {x} —@)

Now objective is to give initial guess X ©

and utilise in the equation (1) to get

[DI{GY ={b}— [L]+[U] {39

The process goes on till defined tolerance meets.



In simple form,
[A{x} ={b}
or, Z:auxJ =b;i=12,3,.

for any i™ row,
a. X +a,X +...+a;X +...+a,x =b

Now from this equation you have,
[b Zau = > aijxjj;i =1,2,3,...,n
| j=i+1
Now if you have initial vector {x}* ,then improved solution
vector{x}" has the components,

XD = (b Za”xjo) Z auxﬁo)J i=12,3,..

| j=i+1

The procedure Is repeated.



For, say (s+1)" iteration

X = (b Zauxﬁs) Z a”xjs)} i=12,3,..,n

j=i+1

= {3 =[D1" {b}— ([L]1+[UD{GY
We also can write this as,

(5+1) _ y(5) () _ a y(8) _ (s)
X = x4 = (b Za”xJ a. X ZauxJJ

| j=1+1

=x* + (b Za”xﬁs)j
a..

* You know the system [A]{x} = {b}. For an exact solution {x},
you have {b}—-[Al{x}=0i.e.,

b — Zau X; = 0 (theoretically)

. However in the iterative techniques our initial guess
Ix}0) z {x} actual solution.



 We can formulate a residual quantity for each
row at any iteration, i.e.,

n
(s) _ 2 (s)
i1

You proceed the iteration till R® ~ 0.00
* |terative methods approach the exact solution

asymptotically as the number of iterations are
increased.



Absolute error
= Approximate value (from s#iteration) - Exact value
Relative error = (Absolute error/Exact value)

The iterative procedure needs to converge to
the solution or exact value (Convergence)

(s)
Recall, (e _yo , R
| |
a.

- _ (5D ()
l.e., AX. = X, — X
R® . . .
Ax,| =—— is the residual criteria.
a.



* For a system there will be n residuals in each
iteration. How will you check the
convergence?

o ‘ AX; max‘ < g 1S the criteria, we may adopt.

Or, we may incorporate

I max

X.

< ¢ (Relative criteria for convergence)

n

Or, it can be Z AX

=~ x
B 0 (A 2‘%
Or, it can be Z(X'j <g

<&

i—1\ X

g — Some chosen numerical value for lower limit.



e Gauss-Siedel Iteration

X = x4 = (b Zauxjs)];izl,Z,B,...,n

If you are sequentially proceeding from first
equation to the final nt" equation, then after any
ith equation you are aware of x™, %, ™, ..., x ™.

-1

R A L (bi D X - Z a”xf)j i=12,3,..

ai' j=1 j=i+1

Improved knowledge Is used earlier here,

(s)
—%”+R 'i=12.3,..
a..

R® =D — Za”xf”) Z 8, x\”;1=12,3,..

j=i+1

X-(S +1)



Example of Iterative Methods

Solve using Jacobi's iteration the system,
(5 0 -2\[x| [7
3 5 1 |9%x,=127.
0 3 4 )|x] |4

R(S)
a.

(s+1) __

Soln. At each iteration x®™ = x® + ——

We have x;,X,, X, and R®™ =h, — Za «(8)

ij 7]

( A

0
Beginats=0,{x}* =:0¢.
0

\. J

lterate the method.



s X9 X,{9) X, R, R,( R,
0 0 0 0 7 2 -4

1 1.40 0.40 -1.00 -2 -3.2 1.2
2 1.00 -0.24  -0.700 0.6 0.9 -1.92
3 1.12 -0.06 -1.18

* You have to give a good initial guess.
e Successive Over Relaxation

o The mechanism of iterative methods:
X0 > {x}D) > o> {x}s+)



o The iterative process is called relaxation .
o The initial vector {x}(9 is successively relaxed
to {x}

o The direction of relaxation if it is same as
figure shows, then we can think of over
relaxing at each iteration.

exact®

o This may increase the speed of convergence.

o The Gauss-Seidel iteration is modified as such
(s)
x5 = x© W i=123,.
a..

w — over relaxation factor, 1.0 <w < 2.0

(s) _ (s+1) (s)
R® =h — ZauxJ ZauxJ



o Example

5 0
3 95

{39 =

R? =7,

-2 [ x 7

0
0

\O)

1 KX, p=92; Takew=1.10

0 -3 4_\x3) —4)

(A~ )

> (The initial guess)

7.0

xP =0+1.1x 5o =1.54,

RO =2-(3x1.54+0+0)=-2.62

S Xl (s) XZ(S) X3(S) RJ(S) RZ(S) R3(s)
0 0 0 0 7 -2.62 -5.7292
1 1.54 -0.576 -1.5755




Convergence of Iterative Methods

Recall, x® = x® + ——

Also recall earlier for Jacobi iteration, we write:
{3 =[D] {b} - [D] " ([L]+[U DG
=03 =[SI03Y +{c} > (1)

where for Jacobi iteration
[S]=-[DI"([L]+[U])

{c}=[D] {b}

For Gauss-Seidel,

[S]=-[DI"([L]+[U])

{c}=([LI+[U]) {bv}

 The form of iteration in (1) remains unchanged. These are
stationary iteration methods. [S] -> iteration matrix.



Now if {x} is true solution, then error vector in any st iteration:
{e}s) = {x} - {x}"s

Also (1) is applicable to true solution:
i.e. {x}=[S){x} + {c}
So, {e}s* 1) = {x} - {x}s*1) = [S]{x} + {c} - [S]{x}*) - {c}

" {e}s) = [S]){e}s

Error vector satisfies homogeneous form of iteration.

At start {e}\9 -> known vector from {x}(0)

To satisfy convergence,
lim{e}* =0.

S—®

This happens when lim[S]*® =0.



Let us assume from [ A] that
[S] — has a set of lineraly independent eigen vectors and eogen values.

4;71=12,3,...,n—> the eigen values

{e} => C{v;}; {v,}— the eigen vector
j=1

Then{e}* => C,A:{v;}
j=1

The largest eigen value should be strictly less than 1 for convergence.

This is Spectral radius,
p(s) <1.0 — necessary condition to converge.



