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The emerging wireless Network-on-Chip (WiNoC) architectures are a viable solution for addressing the scal-
ability limitations of manycore architectures in which multi-hop long-range communications strongly impact
both the performance and energy figures of the system. The energy consumption of wired links as well as
that of radio communications account for a relevant fraction of the overall energy budget. In this article,
we extend the approximate computing paradigm to the case of the on-chip communication system in many-
core architectures. We present techniques, circuitries, and programming interfaces aimed at reducing the
energy consumption of a WiNoC by exploiting the trade-off energy saving vs. application output degrada-
tion. The proposed platform—namely, xWiNoC—uses variable voltage swing links and tunable transmitting
power wireless interfaces along with a programming interface that allows the programmer to specify those
data structures that are error-resilient. Thus, communications induced by the access to such error-resilient
data structures are carried out by using links and radio channels that are configured to work in a low energy
mode, albeit by exposing a higher bit error rate. xWiNoC is assessed on a set of applications belonging to
different domains in which the trade-off energy vs. performance vs. application result quality is discussed.
We found that up to 50% of communication energy saving can be obtained with a negligible impact on the
application output quality and 3% in application performance degradation.
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1 INTRODUCTION

The approximate computing (AC) paradigm has been revitalized by the emerging recognition,
mining, and synthesis (RMS) applications [10], which cover a wide computing spectrum ranging
from Internet of Things (IoT) to large-scale data centers. Several studies have shown that RMS ap-
plications possess a so-called “forgiving nature” that makes them intrinsically resilient to errors/
imprecision affecting both the computation, the storage, and the communication [23]. AC tech-
niques exploit the forgiving nature of applications by exploring a new dimension of the design
space—namely, application output quality. Most of the AC techniques in the literature focus on
the computing sub-system [28, 49] in which the computational requirement of the application is
reduced by trading off with the degradation of its output quality. Although some of these tech-
niques have also an indirect impact on the communication, in the sense that the reduction of the
computational effort often results in a reduction of the communication requirements, only a few
of them have been specifically designed to improve the performance of the communication sub-
system.

In fact, the role played by the communication sub-system is becoming more and more important,
especially in the many-core era [41]. If we look at the fraction of time spent in communication in
current parallel exascale applications (Figure 1), then it is possible to realize that performance
scalability is severely affected by communication as the number of processing elements increases.
A similar trend can also be observed for energy consumption in which the Network-on-Chip (NoC)
accounts for a relevant fraction of the overall energy budget [36].

In Reference [5], the approximate communication is defined as the application of AC techniques
to parallel systems aiming at reducing the amount of communication between processing ele-
ments. In this article, we extend the approximate communication paradigm to the case in which
the communication traffic is not reduced in volume, but the communication reliability is decreased
in favor of energy saving.

We consider emerging wireless NoC (WiNoC) architectures and propose circuitries and pro-
gramming interfaces for improving the energy-efficiency of the system by trading off the quality of
the application results. Voltage overscaling is used as the main approximate computing technique
in which both the voltage swing of the links and the transmitting power of the wireless interfaces
are selectively tuned at run-time to reduce the overall communication energy consumption. We
show how the forgiving nature of emerging RMS applications makes them tolerant to errors af-
fecting the on-chip communication traffic induced by the access to those data structures that have
been preemptively annotated by the programmer as being error-resilient.

This work goes to the same direction of AxNoC [1] but with less impact on the datapath of the
router and extending the approximate communication paradigm to WiNoC architectures. Specifi-
cally, regarding the first aspect, in AxNoC all the modules in the router datapath (with the excep-
tion of the next router computation and virtual-channel/switch allocation) are voltage scaled. This
imposes specific optimizations and dictates the use of look-ahead wake-up method [22] to start
the voltage transition one clock cycle before the packets reach the router. In this work, we relax
the need of using the look-ahead wake-up method, thus simplifying and generalizing the imple-
mentation, although with some performance degradation, as discussed in the rest of the article.
Regarding the second aspect of the extension to WiNoC architectures, it should be pointed out that
the use of the radio channel is advisable only for long-range communications, as its energy per bit
is higher than that of electric links. Adopting the proposed technique, the transmitting power and,
consequently, the energy per bit can be drastically reduced with an improvement of the utiliza-
tion of the wireless network and overall energy figures, again, trading off with application quality
metrics.
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Fig. 1. Fraction of time spent in communication in multi-core systems with different processor count under

different representative exascale parallel applications.

The contributions of the article are as follows:

• The extension of the approximate computing paradigm to the communication sub-system—
namely, approximate communication. Specifically, the conventional approach of reducing
the amount of traffic by employing approximated computing techniques [5] is extended by
reducing the amount of energy spent for communication by exploiting the different nature
of communication flows in terms of their specific reliability requirements.

• The application of the approximate communication to the emerging WiNoC architectures.
In fact, current contributions in the context of approximate communication are limited to
conventional wired NoC architectures. The energy spent for wireless communication in
WiNoC architectures accounts for a relevant fraction of the overall communication en-
ergy [29]. This work provides techniques to improve the energy-efficiency of the wireless
communication fabric. To the best of our knowledge, this is the first work that extends the
approximate computing paradigm to WiNoC architectures.

• The design, implementation, and characterization of a tunable voltage swing NoC router
and a tunable transmitting power wireless interface for WiNoC routers. Differently from
the other techniques [1] that require changes of several stages of the router pipeline and
the use of specific look-ahead strategies [22], the proposed technique is less invasive and
only affects the link traversal stage of the router pipeline.

The rest of the article is organized as follows: In Section 2, we summarize some previous works
related to the application of AC techniques to the communication sub-system. Next, in Sections 3
and 4, we introduce the xWiNoC platform and the architecture details, respectively. Finally, an
extensive set of experiments is presented in Section 5 to demonstrate the effectiveness of the pro-
posed approach in terms of energy/quality trade-off. Finally, conclusions are drawn in Section 6.

2 RELATED WORK

Several AC techniques have been proposed in the literature [19, 28, 39, 49]. The common factor
among them is the relaxation of the numerical equivalence between specification and implementa-
tion of error-tolerant applications in return for higher, scalable performance and energy-efficiency.
Although their application has a direct impact on computation capability, in many cases they also
have an indirect positive impact on the communication part. For instance, AC techniques such as
loop perforation [42], memory access skipping, and thread fusion [40] reduce the communication
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traffic to and from memory. Other AC techniques, such as data sampling [18], lossy compres-
sion [40], and precision scaling [45], reduce the message size. Of course, both the reduction of the
number of messages and their size improves the communication performance.

The ever more important role played by the communication sub-system pushes toward the
definition of approximate computing techniques specifically designed for the communication sys-
tem. The use of compression techniques applied at the network interface level in NoC-based sys-
tems allows reducing the volume of data movement across the chip with a consequent energy and
performance improvement. APPROX-NoC [6] can be used in conjunction with such compression
mechanisms to increase their compression ratio. Specifically, it approximates data before their
compression in such a way to increase the similarity among data to be transmitted. The higher
the similarity, the higher the compression ratio. Such transformation is lossy (i.e., the informa-
tion received at the destination might be different than that sent), thus only information-loss-
tolerant data structures of the application are approximated. In the context of many-core GPGPU
architectures, approximate communication techniques have been used for coping with the high
volumes of read requests generated by the parallel warps of threads running on shader cores.
DAPPER [38] implements a memory controller (MC) architecture that leverages the inherent ap-
proximability of the data value of certain applications by reducing the number of reply packets
injected into the NoC by the MCs. Approximation-based dynamic traffic regulation (ABDTR) [46]
approximates part of traffic data instead of network transmission for mitigating network conges-
tion based on the inherent error-resilience of the application. Accuracy- and Congestion-aware
Dynamic traffic Control (ACDC) [48] implements a lightweight control mechanism to solve the
performance optimization problem for approximate NoC. In the context of wireless NoC, to reduce
contention and latency in the wireless channel of WiNoC-based manycore systems, Replica [16] se-
lectively drops wireless packets when the sender encounters a certain level of contention. Approx-
imate programming techniques to restructure applications are also proposed to leverage wireless
communication.

Other approximate communication techniques based on voltage overscaling have been pre-
sented in References [1, 4]. Here, the communications carrying error-tolerant information are
routed through links operating at a reduced voltage swing level. The reduced voltage results in
energy saving that is traded off with an increase of the bit error rate. Once again, the application
has to be properly annotated to expose those data structures that are error-resilient for which their
induced communication flows can be routed on low energy yet low reliable links.

The aforementioned works are defined and applied in the context of wired NoC architectures.
To the best of our knowledge, there are still no contributions aimed at investigating the application
of the approximate communication paradigm in wireless NoC architectures. In fact, the reduced
reliability level of the radio medium, as compared to the wired counterpart, makes the approximate
communication particularly oriented in such domain.

3 OVERVIEW OF XWINOC PLATFORM

3.1 Motivations

The on-chip communication system accounts for a relevant fraction of the overall energy bud-
get [36]. In particular, the energy consumed by the links of the NoC represents one of the major
contributions in the communication energy breakdown. Figure 2 shows the energy breakdown of
a NoC router for different link lengths. Although the energy breakdown varies with different con-
figurations of the router,1 the overall picture does not change. In particular, as technology node

1The energy breakdown reported in Figure 2 refers to a 45 nm five-port router, four-flit input buffers, 64-bit, 2 GHz.
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Fig. 2. NoC energy breakdown for different link lengths.

shrinks the wire capacitance vs. gate capacitance increases [20], the energy relevance of the NoC
links is exacerbated. The same trend is observed in WiNoC architectures in which the energy con-
sumption of wireless single-hop long-range communications is dominant [32]. This is due to the
fact that the transmitting power used by the wireless interface is calibrated for the worst case to
guarantee a minimum signal-to-noise ratio level for any pair of radio hubs. For this reason, a wire-
less communication becomes more energy-efficient than a wired communication only when the
distance between the communicating nodes is greater than a certain threshold [32].

The approximate communication paradigm can be used to improve the energy-efficiency of
WiNoC architectures. The approximate WiNoC (xWiNoC) architecture, proposed in this article,
exploits the variable voltage swing of network links and the variable transmitting power of wire-
less interfaces to trade off communication energy with communication reliability.

3.2 Augmented Communication Primitives

In xWiNoC the send primitive is augmented with an additional parameter that allows to specify
the expected reliability level of the communication. The reliability level measures the probability
that the transmitted information reaches the destination without errors. send(addr, data, rl)
sends data to addr with a reliability level rl. In a traditional NoC, all the communications are
realized by using the highest reliability level. In xWiNoC the user (i.e., the application developer)
has the freedom to specify the appropriate reliability level to be used for the specific communi-
cation. In the cases of implicit communication mechanisms, like in the case of a shared memory
paradigm, the compiler is responsible for converting the load and store instructions to the appro-
priate reliability level used by the induced send primitive. This is realized by means of pragmas,
by which the user declares the data structures that are error-tolerant and by which extent. The top
part of Figure 3 shows a fragment of code in which the information to be read from w is assumed to
be error-tolerant. Such annotation is carried out by means of pragma resilient(w,rl) by which
the compiler is informed that the read accesses to w have to induce messages to be sent with the
reliability level rl. This results in two messages:

• send(&w[i], <load_op,rl>, rl_max) by which the core informs the memory controller
that wants to perform a load operation with reliability level rl at address &w[i]. The re-
liability level of the communication is set to rl_max, which defines the highest (nominal)
reliability level.

• send(core_id, w[i], rl) by which the memory controller sends back to the core the re-
quested information with the reliability level rl that has been communicated by the request
message.
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Fig. 3. Pragma-based programming interface for defining the resilient data structures and the reliability

level to be used by the induced load (top) and store (bottom) communications.

Fig. 4. Qualitative representation of the trade-off between reliability level and bit error rate.

The bottom part of Figure 3 shows another fragment of code in which, this time, the information to
be written into v is considered to be error-tolerant. Such behavior is dictated by the use of pragma
resilient(v,rl) by which the compiler is informed that a store to v[i] has to induce a message
to be sent with the reliability level rl.

3.3 Implications and Trade-offs

The awareness of the network about the reliability level of the current message is realized by
storing the reliability level into the header flit of the packet. To support n reliability levels,

⌈
loд2n

⌉
bits are reserved into the header flit. Each router traversed by the packet will use the reliability level
field to configure the appropriate transmission mechanism. xWiNoC uses dynamic voltage swing
and transmission power tuning as mechanisms to set the appropriate communication reliability
level. A lower voltage swing for a wired transmission or a lower transmitting power for a wireless
transmission will result in a lower reliability level (measured in terms of bit error rate, BER) and to
a lower communication energy consumption as qualitatively shown in Figure 4 and quantitatively
discussed in Section 4.

Based on the above overview of xWiNoC, the programmer is responsible for locating the error-
tolerant data structures of the application. The degree of error tolerance of the selected data struc-
tures allows to select the appropriate reliability level to be used when they are accessed. The defini-
tion of an automatic technique, aimed at discovering the error-tolerance level of the data structures
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Fig. 5. Router architecture (a) and temporal diagram of the pipeline for the transmission of a low reliability

packet and a high reliability packet (b).

involved in the application, is out of the scope of this article. Thus, this article assumes that the
application is already annotated by means of pragmas as described before. The problem of defin-
ing a procedure to automatically characterize the data structures of the application in terms of
their error tolerance is important, as it will make the proposed technique of general applicability.
However, we leave this problem out for future development, and we focus on the definition of a
communication platform able to support the approximate communication paradigm.

4 XWINOC ARCHITECTURE

This section describes the two main basic blocks that form the xWiNoC architecture—namely,
router and radio hub. Routers are responsible for routing the packets through the wired network,
whereas radio hubs are responsible for the wireless transmission of the packets. Both of them can
be configured at run-time (at packet granularity) to transmit the packet with a specific reliability
level. The reliability level knob configures the router to drive its output links with different voltage
swing levels and the radio hub to use different transmitting power levels.

4.1 Router Architecture

The router in xWiNoC is a generic router that is augmented with a logic that allows it to use
multiple voltage swing levels for packet transmission (see Figure 5(a)). The router implements
a five-stage pipeline (see Figure 5(b)) with buffer write and route computation (BW-RC), switch
allocation (SA), switch traversal (ST), link configuration (LC), and link traversal (LT). In LC stage
the output link is configured with the appropriate voltage swing level. The reconfiguration process
works at a packet granularity. Specifically, the reliability level encoded into the header flit is used
to configure the voltage swing of the output link. Such configuration is valid starting from the
first body flit, as the header flit is always transmitted using the highest reliability level. This is due
to the fact that the header flit contains control information that is not error-tolerant. Thus, the
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Fig. 6. Architecture of the reconfigurable bitline.

LC works only by the header flit (in which the output link is configured to work at the highest
reliability level) and by the first body flit, which configures the output link to use the specific
voltage swing level accordingly to the reliability level in the header flit. Based on this, Figure 5(b)
shows the temporal diagram of the pipeline for all the combinations in which high reliability and
low reliability packets alternate. Please note that, in the diagram, for stage LC, we report into
brackets the voltage swing level before and after the link configuration. Cells highlighted in green
show the case in which the link is actually reconfigured; otherwise, the LC label is replaced with
the symbol underscore.

4.1.1 Reconfigurable Link Architecture. Without loss of generality and for the sake of clarity,
the implementation discussed in this article uses two voltage swing levels—namely, low voltage
swing (VDDL) and high (or nominal) voltage swing (VDDH). In this case, the reliability level (rl)
is encoded with just one bit. The proposed configurable link architecture is formed by a set of
configurable bitlines whose scheme is shown in Figure 6. As it can be observed, the bitline is
preceded by a chain formed by a demultiplexer, two tapered buffers as line drivers, and two tristate
buffers [27, 51]. The selection command of the demultiplexer is driven by the rl bit encoded in the
header flit of the packet. The tristate buffers are based on transmission gate logic. Thus, if the
select input is high (low)—that is, if the reliability level bit is high (low)—the full (low) swing path
is active and the low (high) swing path is disconnected by the high impedance state introduced by
tristate buffer. At the end of the bitline, a level restorer circuit, similar to the sense amplifier used
in RAM memories, is used. The level restorer receiver block restores the signal at full swing if the
signal on the line is set to low swing or maintains the original swing if the signal is in full swing
mode. As in Reference [51], the logic threshold used by the restorer is set at half of the low swing.

We designed the configurable link targeting a clock frequency of 2 GHz, which corresponds to
the clock speed of our baseline router [30]. The analysis has been carried out with HSPICE using a
45 nm CMOS low voltage threshold library from Nangate [43] that provides 10 metal layers. Table 1
reports technology-related information. The parasitics extraction from layout has been made with
Cadence Virtuoso. With the same tool, we estimate the silicon area occupancy. Table 2 reports
the synthesis results and other additional information. We considered three different configurable
link options: RLink1, RLink2, and RLink3. Each of them uses a different low voltage swing level
VDDL of 0.9 V, 0.8 V, and 0.6 V, respectively. The nominal VDDH is 1.1 V for all the configurations.
The three different VDDL determines three different BER that increase as VDDL decreases. The
increase of the BER is traded off by the reduction of the average energy consumption per bit that
reduces by 41%, 50%, and 70% for VDDL 0.9 V, 0.8 V, and 0.6 V, respectively. However, due to
the overhead of the reconfiguration logic, when the reconfigurable links work at their nominal
voltage swing VDDH, the energy consumption per bit increases by 3%. The worst-case total delay
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Table 1. Technology Information

Parameter Value
Technology 1.1 V, 10 metal, 45 nm CMOS LVT
Interconnect width 0.4 μm
Interconnect space 0.32 μm
Interconnect length 2.8 mm
Wire resistance 225 Ω (metal 7)
Wire capacitance 946 fF (metal 7)

Table 2. Conventional Full-swing Link vs. Reconfigurable Links

Full-swing RLink1 RLink2 RLink3
link

Voltage swing (V) VDDH 1.1 1.1 1.1 1.1
VDDL — 0.9 0.8 0.6

Bit error rate VDDH 1.3E-17 1.3E-17 1.3E-17 1.3E-17
VDDL — 2.2E-12 3.8E-10 3.6E-6

Average EPB (fJ) VDDH 512 527 527 527
VDDL — 304 258 152

Worst case total delay (ps) 214 375 387 410
Line driver (μm2) 1,237 2,624 2,624 2,624
Line receiver (μm2) 181 960 960 960

increases as the VDDL decreases. However, even for RLink3, in which VDDL is the lowest one, the
worst-case delay is below the clock period of the router and it does not impact the latency of the
router.

The worst-case delay at VDDL is due to the slowdown of the link and the delay due to recon-
figure the voltage in the worst case; that is, from VDDL to VDDH. The reconfigurable voltage
swing link architecture uses a double path in which each path is already configured to work at
a fixed voltage level—namely, VDDL and VDDH (see Figure 6). Thus, the only delay introduced
by the reconfigurable logic is due to drive the multiplexer and the tristate buffer. We decided to
add an additional pipeline stage (LC stage) that encapsulates the link configuration logic instead
of merging it in the link traversal stage. Such choice is motivated by the fact that (i) it provides
more margin to implement more complex reconfiguration strategies than the proposed one and
(ii) it allows more aggressive voltage swing scaling that slows down the link traversal time. The
performance degradation due to the addition of such pipeline stage, used in correspondence of
link voltage swing change, is assessed and discussed in Section 5.6.

Finally, the table reports the line driver and line receiver area that, with respect to the baseline
router [30] (configured for five ports, 64-bit flit, four-flit buffers), introduce an overhead of 3%.

4.1.2 Energy per Bit Computation. The EPB values reported in the table are computed by aver-
aging the energy consumption due to the different types of transitions that occur on the current
bitline and in the neighboring bitlines (contribution due to crosstalk) [35]. Specifically, we con-
sidered five transition types, as reported in Table 3. The energy consumption for each transition
pattern is computed as Cef f ·V 2

dd
, where Cef f depends on the specific transition pattern. Cef f

is computed as the weighted sum between Cs and Cc , where Cs is the bitline’s self capacitance
and Cc is the coupling capacitance. A transition pattern is represented by a triple in which the
symbol in the middle represents the current bitline (victim) and the other the neighboring bitlines
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Table 3. Effective Capacitance, Cef f , for

Each Type of Transition on a Victim

and Aggressors Lines [35]

Cef f Transition Pattern
Cs (↑,↑,↑) (↓,↓,↓)
Cs +Cc (−,↑,↑) (−,↓,↓) (↑,↑,−) (↓,↓,−)
Cs + 2Cc (−,↑,−) (−,↓,−) (↓,↑,↑) (↓,↓,↑)

(↑,↑,↓) (↑,↓,↓)
Cs + 3Cc (−,↑,↓) (−,↓,↑) (↑,↓,−) (↓,↑,−)
Cs + 4Cc (↑,↓,↑) (↓,↑,↓)

Fig. 7. Bit error rate versus voltage swing.

(aggressors). Symbols ↑ and ↓ represent the direction of the transition, 0 to 1 and 1 to 0, respectively.
Symbol “−” represents no transition (0 to 0 or 1 to 1).

4.1.3 Bit Error Rate Estimation. The variation of the bit error rate (BER) of a bit line as Vdd

is made to vary, as shown in Figure 7. The figure shows the VDDL used by the three considered
reconfigurable links and the related BER when the reliability level is set to low. The curve has been
computed by assuming that the overall transient UDSM noise effects are modeled by an additive
Gaussian noise with variance σN

2 [44]. Based on this model, the BER is directly related to the
voltage swing as:

BER = Q

(
Vdd

2σN
2

)
, (1)

where the Q function is the tail probability of the standard normal distribution:

Q (x ) =
1
√

2π

∫ ∞

x

e−
y

2

2 dy. (2)

4.2 Radio hub Architecture

Radio hubs allow single-hop communication among faraway nodes in the network that would
require multiple hops in the wired network. A radio hub is a non-terminal node connected to
multiple routers. Figure 8 shows the main blocks into the radio hub. Overall, it provides a set
of ports to be connected with a number of routers. The channel access token controller (MAC)
implements the radio access control mechanism [34]. In particular, all the radio hubs capable of
transmitting on a given channel belong to a logical token ring and share a token associated to the
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Fig. 8. Block diagram of the architecture of the radio hub and its network interface.

Fig. 9. Area and power breakdown of the radio hub.

channel. We assume a token packet transmission policy: When a given radio hub owns the token,
it can start a transmission on the channel, keeping the token until the packet transmission has
been completed. At the end of the packet transmission, the token is released and given the next
radio hub belonging to the token ring.

We do not go into the internal details of the architecture of the radio hub, as it has been exten-
sively presented [7]. Instead, we focus on the Wireless Interface (WI), which has been augmented
with a circuitry that allows it to use different transmitting power levels based on the required
reliability level. The WI consists of three main parts: antenna, analog, and digital modules. The
digital domain includes the serializer and deserializer modules. The analog domain includes the
Amplitude-Shift Keying or On-Off Keying (ASK-OOK), which is the most used modulation tech-
nique in mm-wave WiNoCs [13–15]. Starting from this reference architecture, we have replaced
the PA with a variable power amplifier [21, 25, 26] supporting multiple transmitting power levels.
Like in the router, the reliability level encoded into the header flit of the packet is used, in this
case, to select the appropriate transmitting power by means of a lookup table. Figure 9 shows the
breakdown of area and power for the radio hub. The additional module implementing the tunable
transmitting power mechanism is referred to as reconfiguration logic and, as it can be observed,
it accounts for a very limited fraction of the overall area and power of the radio hub.
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Without loss of generality, here, we consider two transmitting power levels—namely, high (or
nominal) and low—that have been computed as follows: We defined two reliability levels, high
and low, corresponding to a BER of 10−12 and 10−6, respectively. From the BER, we compute the
minimum power to be received at the terminal of the receiver antenna as:

Pr =
[
Q−1 (BER)

]2
N0Rb , (3)

where Rb is the data rate, N0 is the transceiver noise spectral density (noise introduced by the
transceiver), and the Q function is the tail probability of the standard normal distribution that
is defined in Equation (2). The minimum transmitting power needed for reaching the receiving
antenna for the considered BER is computed as:

Pt = Pr /Ga , (4)

where Ga is the attenuation introduced by the wireless medium, and it is estimated by means of
Equation (5):

Ga =
|S12 |

(1 − |S11 |) (1 − |S22 |)
, (5)

where S11, S12, and S22 are the scattering parameters gathered by using field solver simulation
tools [17]. We considered a zigzag antenna modeled and characterized with Ansoft HFSS [2] (High
Frequency Structural Simulator) for obtaining the scattering parameters to compute the wireless
medium attenuation with Equation (5). Based on this, the minimum transmitting powers for two
considered BER levels have been computed. We calculated the attenuationGa assuming the worst
case of communicating radio hub pairs. This guarantees that each radio hub—equipped with a con-
figurable PA—will be able to use a transmission power corresponding to the maximum low/high
reliability levels of BER values. Specifically, considering a data rate of 16 Gbps, we found an energy
per bit of 1.47 pJ/bit and 1.0 pJ/bit for the high and low transmitting power levels, respectively.

In our work, we considered a WI supporting a single wireless channel. The design and analysis
of the proposed technique applied to a WI supporting multiple wireless channels is left for future
work.

4.3 Remarks on the Use Virtual Channels

In this work, we consider WiNoC architectures that do not use virtual channels (VCs). In fact,
the basic assumption is that all the flits of the same packet travel in sequence to the same
wired/wireless link without being interleaved with flits belonging to other packets. Based on this,
the link is configured by the header flit to work at a specific reliability level, and it maintains its
configuration for all the flits of the packet.

For WiNoC architectures with VCs, the proposed technique can be extended by applying the
configuration process at flit granularity. Specifically, when a flit of VCj moves to LC stage, the
action to be taken depends on the type of the current flit and on the type of the flit in this stage at
the previous cycle and related to a different VCi . Flit types that determine a specific action are
header flit, body flit of a high reliability packet, and body flit of a low reliability packet. Table 4
reports all the cases that may occur, and the related action taken, when a flit related to VCj at
clock cycle k is preceded by a flit related to VCi at clock cycle k − 1.

Figure 10 shows the temporal diagram of the pipeline for a WiNoC with two VCs for several
cases reported in Table 4. The cases highlighted in green correspond to the LC stage in which the
link is reconfigured. When, in the LC stage, there are two consecutive header flits (case 1), or two
consecutive body flits belonging to a high reliability packet (case 7), or a header flit alternating with
a body flit belonging to a high reliability packet (case 3 and case 5), the link remains configured
as VDDH. Such a situation is represented in the figure as “_ (Hi →Hj ).” When, in the LC stage,
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Table 4. Action to Be Taken in LC Stage of the Pipeline in Case of VC-based Implementation

VCi (clock k-1) VCj (clock k) Action taken

1 Header Header Link remains at VDDH

2 Header Body (Low reliability) Link configuration changes from VDDH to VDDL

3 Header Body (High reliability) Link remains at VDDH

4 Body (Low reliability) Header Link configuration changes from VDDL to VDDH

5 Body (High reliability) Header Link remains at VDDH

6 Body (Low reliability) Body (Low reliability) Link remains at VDDL

7 Body (High reliability) Body (High reliability) Link remains at VDDH

8 Body (Low reliability) Body (High reliability) Link configuration changes from VDDL to VDDH

9 Body (High reliability) Body (Low reliability) Link configuration changes from VDDH to VDDL

Fig. 10. Temporal diagram of the pipeline for a WiNoC with two VCs for several cases reported in Table 4.

there are two consecutive body flits belonging to a low reliability packet (case 6), the link remains
configured as VDDL. Such a situation is represented in the figure as “_ (Li →Lj ).” When, in the
LC stage, a header flit or a body flit of a high reliability packet is followed by a body flit of a low
reliability packet (case 2 and case 9) the link is reconfigured to switch from VDDH to VDDL. Such
a situation is represented in the figure as “LC (Hi →Lj ).” Finally, in the LC stage, when a body flit
of a low reliability packet is followed by a header flit or by a body flit of a high reliability packet
(case 4 and case 8), the link is reconfigured to switch from VDDL to VDDH. Such a situation is
represented in the figure as “LC (Li →Hj ).”

5 EXPERIMENTAL ANALYSIS

In this section, we assess xWiNoC on a set of applications belonging to different domains, focusing
on the trade-off energy saving vs. application results quality degradation.

5.1 Evaluation Flow

The evaluation flow is shown in Figure 11. It gets as inputs the application and the application qual-
ity criterion and provides in output the application output quality and the energy consumption.
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Fig. 11. Evaluation flow.

The application quality criterion depends on application quality metrics that are, of course,
application-specific.

First, a resilience analysis of the application is performed to classify the data structures in the
application in two classes: resilient and sensitive. To do this, the application is first profiled to
detect its computational kernels. Specifically, we consider innermost loops that account for over
a specified fraction of the program’s execution time (we used 1% in the experiments) as atomic
kernels [11]. As the program executes over the provided input dataset, we add random errors to
the program data structures that are modified in a kernel and used outside it, i.e., the kernel’s
outputs. If the application crashes or hangs, then the kernel is marked as sensitive; otherwise, it is
marked as potentially resilient.

The output of the resilience analysis is a set of potential resilient computational kernels. These
are used as input for a sensitivity analysis [12] task aimed at identifying an ordering of the resilient
kernels based on their impact on the application output quality. Data involved in each kernel are
perturbed by injecting errors that reflect the lowest reliability level. Then, the variation on the
results is observed and used to sort the kernels based on such variation.

The output of the sensitivity analysis is used by the kernel selection task aimed at selecting the
set of data structures to be annotated as resilient and the corresponding reliability level. To do
this, it starts to inject errors to the data structures of the least sensitive kernel. The errors injected
reflect the property of the lowest reliability level. If the impact on the application output quality
exceeds the user-defined output quality criterion, then the perturbation is repeated by injecting
errors reflecting the property of the second lowest reliability level and so on until the output
quality criterion is satisfied. Then, the second lowest sensitive kernel is explored, and so on until
all the kernels have been explored or any additional kernel perturbation does not allow to meet
the quality criterion. The output of this phase is the list of the kernels that will be approximated
along with the reliability level to be used and the corresponding application results quality level.

To determine the energy consumption, we proceed as follows: The data structures involved in
the selected kernels are pragma annotated with the appropriate reliability levels provided by the
previous phase. Then, the annotated application is simulated for obtaining the memory reference
trace file. The latter is used as input for the WiNoC simulator [7], which provides in output an
estimation of communication energy figures.
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Fig. 12. Considered topology for xWiNoC.

5.2 Network Topology and Simulation Setup

Although xWiNoC is agnostic with respect to the network topology, in the experiment, we consider
a 256-node network shown in Figure 12. The considered topology is based on a 16 × 16 mesh that
is partitioned into 16 4 × 4 sub-networks. There is a radio hub in each sub-network. The radio hub
is placed into the center of the sub-network and connected to the four neighboring routers.

We have implemented the topology in Noxim [7] and updated all the energy costs using the data
reported in Section 4. To simulate the application, we used a Graphite Multicore Simulator [24]
that has been extended to trace all the memory references. Finally, the conversion of the memory
reference traces to messages injected into the NoC has been carried out by means of the technique
presented in Reference [8]. Both the power (static and dynamic) and latency overhead due to the
logic enabling the proposed technique and implemented into the router and wireless interface is
taken into account in all the experiments reported in the article.

5.3 Applications and Sensitivity Analysis

We assess xWiNoC on a set of applications belonging to AxBench benchmark suite [50], which col-
lects a set of applications and kernels typical of the RMS domain. Table 5 reports a brief description
of the applications along with the input dataset and the considered output error metric.

According to the evaluation flow of Figure 11, let us start by showing in Figure 13 the nor-
malized sensitivity level and the fraction of memory usage of each data structure involved in the
computational kernels of the considered applications. For the sake of reproducibility of the ex-
periments, we reported the original name of the data structures as it appears in the source code.
Table 6 reports, for each application, the selected error-resilient data structures along with a short
description and their fraction on the total accesses. We ordered the data structures according to
their normalized sensitivity levels. The graph also shows the cumulative fraction of memory usage
of each data structure. We plot the cumulative value as, in the rest of the experiments, we consider
several versions of the same application in which we apply the proposed technique to the first
data structure, the first and second data structures, and so on in the same order as reported in the
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Table 5. Applications Considered in the Experiments along with Their Input Dataset and Error Metric

Name Domain Description Input dataset Error metric

blackscholes Financial analysis Mathematical model
for finance

100K options Average Relative Error

inversek2j Robotics Inverse kinematics
for two-joint arm

300K (x,y) random
coordinates

Average Relative Error

jmeint 3D gaming Triangle intersection
detection

100K random pairs of 3D
coordinates

Miss Rate

jpeg Compression JPEG encoding 512×512 pixel color image Image Diff (RMSE)

k-means Machine learning K-means clustering 262,144 pairs of random
(r,g,b) values

Image Diff (RMSE)

sobel Image processing Sobel edge detector 512×512 pixel color image Image Diff (RMSE)

Fig. 13. Normalized sensitivity level and fraction of memory usage of each data structure involved in the

computational kernels of the application.

graph. The order reflects the increasing level of sensitivity of the considered data structures. As
it can be observed, the variance of the sensitivity level of the different data structures spans over
a wide range, and the fraction of memory accesses that fall into the considered data structures
is relevant (e.g., from 15% to 90% for blackscholes). Such analysis suggests the potential impact
of the technique. In fact, as the selected resilient data structures capture a high percentage of the
memory accesses, the corresponding memory-induced communications can be performed with a
reduced reliability level with a consequent energy saving.

The use of sensitivity analysis for ranking the data structures to be transmitted with a low
reliability level can be exploited for determining the appropriate reliability level to be used in
case multi-reliability levels are available. For instance, one possible technique to be investigated
might be that of using the sensitivity level of each data structure as a parameter for selecting the
appropriate reliability level; that is, using the low reliability levels for low sensitive data structures
and high reliability levels for high sensitive data structures.
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Table 6. Description of the Data Structures Marked as Resilient for the Different

Applications and Fraction of Total Accesses

Name Description
Fraction
accesses

blackscholes

rate Array of rates of return on the riskless asset 15%

otime Array of time to maturity or option expiration in years 15%

volatility Array of average future volatility of the underlying asset 15%

strike Array of strike prices 15%

sptprice Array of spot prices 15%

otype Array of option types 15%

jpeg

Y1-quantization Pixels of the image manipulated by the quantization module of the encoder 20%

Y1-levelShift Pixels of the image manipulated by the level shift module of the encoder 11%

Y1-dct Pixels of the image manipulated by the DCT module of the encoder 24%

k-means

Pixels-load Pixels of the input image 14%

Pixels-store Pixels of the output image 19%

Centroids Array of clusters’ centroids 41%

jmeint

xyz-intersect Array storing the triangles’ coordinates used by the intersect function 39%

xyz-load Array storing the triangles’ coordinates used in the load function 39%

inversek2j

t1t2xy-forward Array storing the angles of the arms used during the forward computation 40%

t1t2xy-inverse Array storing the angles of the arms used during the inverse computation 40%

sobel

sobel-lr Pixels accessed during the application of the filter at the boundary (left and right side) of the image 0.2%

sobel-tb Pixels accessed during the application of the filter at the boundary (top and bottom side) of the image 0.2%

sobel-int Pixels accessed during the application of the filter at inner part of the image 46%

img-load Pixels accessed during the load phase 46%

5.4 Energy vs. Quality Trade-off

The primary goal of any approximate computing technique is to provide an appropriate trade-off
between the considered optimization metrics. In our case, we consider the communication energy
consumption and the impact on the application result quality degradation. In this subsection, we
explore the trade-off energy vs. error using a specific error metric for each application. For each ap-
plication, Figure 14 shows six graphs corresponding to the six considered xWiNoC configurations
as follows: RLink1, RLink2, and RLink3 are xWiNoC configurations in which the wired network
uses the reconfigurable link architectures RLink1, RLink2, and RLink3 described in Section 4.1 (see
Table 2), respectively. RLink1+RW, RLink2+RW, and RLink3+RW are the xWiNoCs configured to
use the reconfigurable link architectures RLink1, RLink2, and RLink3 and the tunable transmitting
power wireless interface described in Section 4.2. Each graph shows on the x-axes the percentage of
energy saving with respect to a baseline conventional WiNoC architecture in which a traditional
link architecture (full swing link) and a traditional wireless interface (with single transmitting
power) are used. The y-axes report the absolute error of the application based on the specific error
metric as reported in Table 5. In each graph, a number of points related to the number of resilient
data structures selected for that application are shown. Each point corresponds to a particular
configuration in which a sub-set of the selected data structures have been marked as resilient.
Specifically, the resilient data structures are sorted in ascending order based on their sensitivity
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Fig. 14. Energy saving vs. error trade-off for different applications, different configurations of the xWiNoC,

and different data structures marked as resilient.

level. Then, the first point in each graph corresponds to the configuration in which the first data
structure (i.e., that one with the lowest sensitivity level) is marked as resilient. The second point
in the graph corresponds to the configuration in which the first and the second data structure (i.e.,
those ones with the lowest and second lowest sensitivity level) are marked as resilient, and so on.
The last point in the graph is, therefore, the configuration in which all the selected data structures
are marked as resilient.

For each network configuration, the general trend is the increase of energy saving and the in-
crease of error as the number of data structures marked as resilient increases. In several cases,
for some configurations, the degradation of the application output is negligible. For instance, in
blackscholes, the output error is negligible for configurations RLink1, RLink2, RLink1+RW, and
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RLink2+RW although with 25%, 30%, 35%, and 40% energy saving, respectively. For configurations
RLink3 and RLink3+RW, the error rapidly increases, starting from the third sensitive data struc-
ture marked as resilient. However, even in the worst case, the error is below 7 × 10−6, which can
be considered negligible, as, on average, options prices are in the order of cents.

For what it concerns jpeg, the quality of the output image is unaffected when assessed by the
human sensory pathways. The interested reader is invited to visit Reference [33] for a gallery of
the output images generated by each xWiNoC configuration. From a quantitative analysis, the
image diff error metric based on the root mean square error between RGB values of the pixels is in
the order of 10−6. Such value, if used for computing the PSNR (ratio of the largest pixel value and
the RMS of error), provides a value greater than 30 dB that, based on Reference [47], represents
a threshold for an acceptable image quality. In terms of energy, up to 30% of energy saving is
observed for configuration RLink3+RW.

In kmeans, we considered three resilient data structures. However, the impact on the error metric
due to the most sensitive data structure (centroids) exceeds the minimum classification error we
considered for this application, which is 20%. Thus, due to the limited fraction of communications
induced by the data structures marked as resilient, the energy saving is limited, about 20%.

In jmeint, the two selected data structures have a limited impact on the error metric. Even
with the more aggressive configuration, RLink3+RW, characterized by the highest BER, the output
error measured by the miss rate in detecting a collision is in the order of 10−5, which can be
considered negligible. The overall communication energy saving is close to 45%, and it is limited by
the more computational—rather than communication—intensive nature of the application. Similar
to jmeint, even in inversek2j, we found that the two selected data structures have a low impact
on the error metric. Up to 45% of energy saving is observed for RLink3+RW configuration with a
negligible variation in the computed angles of the two-joint arm.

In sobel, it is interesting to note that for configurations in which only the least sensitive data
structure is considered, the energy saving is negative; that is, the overhead introduced by the
proposed techniques is higher than the energy saving. This is due to the fact that the fraction of
communications related to such data structure is too low to be exploited. By marking the second
data structure as resilient, the energy saving starts to increase up to 52% when all the selected data
structures are marked as resilient and for configuration RLink3+RW. In all the cases, the error is
negligible and below 10−4 based on the same metrics used for jpeg.

5.5 Pareto-optimal Configurations

For the sake of summarizing the results presented in the previous subsection, Figure 15 shows the
Pareto-front energy saving vs. error annotated with the corresponding Pareto-optimal configura-
tions for all the applications. For each application, we reported only the non-dominated configura-
tions of Figure 14. In addition, we have annotated each point in the graph with the corresponding
configuration formed by the xWiNoC configuration, followed by the list of data structures that
have been marked as resilient. As can be noticed, there is not a single optimal configuration, but
the number and the type of configurations belonging to the Pareto-set depends on the specific ap-
plication. However, some common features can be extrapolated. Configuration RLink3+RW, in all
the cases, provides the highest energy saving, although with the highest error. With the exception
for k-means, such configuration has not exceeded the considered output quality criterion. This
result, however, was expected, as RLink3+RW is the most aggressive configuration in which the
lowest voltage swing level and the lowest transmitting power are used, resulting in the highest
BER for communications. On the opposite side, RLink1 is the configuration that, when present
in the Pareto set, determines the lowest impact on the error. Even in this case, such behavior was
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Fig. 15. Pareto-front energy saving vs. error annotated with the corresponding Pareto-optimal

configurations.

expected, as the xWiNoC configured to use RLink1 for its wired network fabric exposes an average
BER that does not deviate too much from that of a conventional WiNoC.

The sharp variation of the curves for blackscholes, inversek2j, sobel, and k-means can be
explained as follows: In blackscholes, the increase of the BER, when passing from configuration
RLink2 to RLink3, has a stronger impact on the application accuracy than the inclusion of the addi-
tional data structure (otype). Contrarily, in k-means, the inclusion of the centroid data structure
into the set of resilient data structures has a strong impact on the accuracy of the application due
to its high sensitivity level, as shown in Figure 13. In inversek2j and sobel, the low utilization of
the wireless network makes the application more sensitive to the increase of the BER due to the use
of RLink3 rather than the use of a low reliability level when transmitting the resilient data struc-
tures through the wireless sub-network. The abrupt curves in the Pareto fronts are due to the fact
that we have to approximate all or none of each data structure. Additional Pareto configurations
might be obtained by approximating some proportion of the data structure.

To further summarize the overall results, Figure 16 shows the percentage presence of xWiNoC
configurations in the Pareto set found for the different applications. The xWiNoC configurations
using both the reconfigurable voltage swing and tunable transmitting power technologies (i.e.,
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Fig. 16. Percentage of presence of different xWiNoC configurations in the Pareto set of the considered

applications.

Fig. 17. Communication latency (left) and completion time (right) normalized with respect to a wired NoC.

RLink* + RW) are representative of the 72% of the configurations in the Pareto sets. Thus, based
on the above analysis, we can conclude that the best trade-offs between communication energy
saving and degradation of the application output are found by joint-exploiting the reconfigurable
link architecture and the tunable transmitting power–based wireless interface while designing the
proposed xWiNoC architecture.

5.6 Performance Analysis

In the previous analysis, the focus has been put on energy consumption. In this subsection, we
discuss the impact on communication performance due to the use of the proposed technique. Fig-
ure 17 (left) shows, for each application, the average communication latency for the conventional
WiNoC and the xWiNoC normalized by the communication latency of a wired NoC. The graph
also reports on the secondary y-axes the performance degradation of xWiNoC with respect to
WiNoC. The xWiNoC is configured for the most aggressive trade-off energy vs. error—namely,
combination RLink3+WR. As it can be observed, the impact on the communication performance
is on average 7% compared to an average energy saving of 43%.

It should be pointed out that the performance degradation shown in Figure 17 (left) refers to
the fraction of the time spent in communication. However, the ultimate performance metric is the
completion time of the application. Figure 17 (right) shows the completion time of the applications
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Fig. 18. Performance, energy, and accuracy comparison between different approximate communication tech-

niques and their combination.

normalized by the completion time on a conventional wired NoC. It can be observed that the
average performance degradation of completion time is as limited as 3% once again for the most
aggressive xWiNoC configuration—namely, RLink3+WR.

5.7 Comparison with Other Approximate Communication Techniques

In this section, we compare the proposed technique with two recent approximate communication
techniques: ABDTR [46] and ACDC [48]. For each considered application, we compare ABDTR and
ACDC with the xWiNoC configured with the most aggressive trade-off energy vs. error—namely,
combination RLink3+WR—as we did in the performance analysis. Further, we also consider the
case in which xWiNoC is combined with ACDC aimed at showing the generality of the proposed
technique that makes it suitable to be coupled with other existing techniques.

Figure 18 shows the normalized execution time, energy, quality loss, and energy delay product
when the considered approximate communication techniques are applied to the baseline WiNoC.
Contrary to xWiNoC, both ABDTR and ACDC improve performance. Thus, when we apply ACDC
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on top of xWiNoC the small performance degradation introduced by xWiNoC is overcompensated
by the performance improvement of ACDC, thus resulting in overall performance improvement.
Regarding energy consumption, the proposed technique provides higher energy savings. This is
due to the fact that both ABDTR and ACDC have been proposed as techniques for communication
performance improvement in which energy reduction is only a derived effect; that is, a conse-
quence of the execution time reduction. Regarding the accuracy, in this experiment, we used the
same metrics considered in Reference [48] in which the dashed line in the quality loss evaluation
dictates the quality requirement, which is normalized to 1. As it can be observed, the proposed
technique does not introduce any appreciable quality loss (according to the considered metric) as
compared to the other approximate communication techniques. Regarding the energy consump-
tion, as compared to ACDC, xWiNoC and xWiNoC+ACDC, on average, improve the energy saving
by 49% and 57%, respectively. Finally, considering the energy delay product (EDP), it can be ob-
served as xWiNoC outperforms ABDTR and ACDC in almost all the considered applications. Only
for blackscholes the EDP for xWiNoC is a bit higher than that of ACDC due to the fact that the
average communication distance is low, thus making less effective the proposed technique.

5.8 Case Study: Deep Neural Network Accelerator

Many applications in the realm of natural language processing, visual data processing, and speech
and audio processing, are nowadays very effectively implemented by means of Convolutional Neu-
ral Networks (CNNs) [37]. The increasing use of deep learning–based techniques in many domains
is pushing research and industry toward the design and development of high performance, low
cost, high energy efficient Artificial Neural Network (ANN) accelerators [9]. The reference ar-
chitecture of such accelerators is a manycore system in which cores are high parallel arithmetic
specialized Processing Elements (PEs) interconnected by means of a NoC [9, 52]. Neural networks
possess a forgiving nature towards the imprecision of their weights [53]. Thus, in this section, we
assess the energy vs. accuracy trade-off when we map several different CNNs into xWiNoC.

The architecture of the CNN accelerator we considered is inspired by Simba [52]. Specifically,
we considered a 576-node WiNoC partitioned as 6 × 6 regions, each of which is a 4 × 4 mesh-based
wireline NoC. In each region there is a radio hub that allows wireless inter-region communications.
Intra-region communication is carried out by means of the wireline NoC. Each PE includes 8 KB of
local memory and 8 parallel lanes of vector Multiply-Accumulate (MAC) units. Each vector MAC
performs an 8-way dot product and accumulates the partial sum into the accumulation buffer every
cycle. The experimental platform is a simulated parameterized NoC-based Deep Neural Network
that allows to assess different architectural configurations in terms of performance and energy [3].
The RTL models of the PE and router have been synthesized with Synopsis Design Compiler and
mapped on a 45 nm CMOS LVT library from Nangate [43]. The links have been modeled with
HSPICE and the parasitics extraction from layout has been made using Cadence Virtuoso. The
power figures collected by the circuit level analysis have been used to back-annotate the cycle-
accurate NoC simulator [7]. For both local and main memory, we used CACTI [31] to estimate the
energy consumption (both leakage and dynamic) and timing information.

We considered six representative network models: LeNet-5, AlexNet, VGG-16, MobileNet,
Inception-v3, and ResNet, which cover a wide spectrum in terms of complexity both in the number
of layers and number of parameters. Figure 19 shows the normalized inference energy consump-
tion and top-5 accuracy for the different CNNs mapped on WiNoC and xWiNoC. There are pri-
marily three kinds of traffic: scatter, gather, and local. Scatter flow is the traffic distribution from
memory to PEs to deliver input feature maps and weights. Based on the considered paralleliza-
tion scheme, feature map distribution results in broadcast communication flows, whereas weight
distribution results in unicast communication flows. Gather flow is the traffic distribution from
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Fig. 19. Normalized inference energy and top-5 accuracy for different CNNs mapped on WiNoC and

xWiNoC.

PEs to memory for storing back the output feature map. The amount of local memory in each
PE determines the gather traffic volume. Finally, local flow is the traffic distribution among PEs
(broadcast traffic) due to dispatch of the computed output feature map channels among PEs. All
the communications carrying filters, weights, and feature maps are marked as resilient and thus
transmitted at a low reliability level. As it can be observed, on average, 32% of total energy can be
saved with less than 3% top-5 accuracy degradation.

6 CONCLUSION

We extended the approximate computing paradigm to the communication sub-system of many-
core architectures in which a NoC is used as a communication backbone. At the circuit level,
we proposed the use of reconfigurable voltage swing links for the wired NoC and tunable trans-
mitting power wireless interfaces for the WiNoC. The first ones can be configured to work at
different voltage swing levels for wired communications, whereas the second ones allow using
different transmitting power levels for radio communications. In both cases, a trade-off between
energy consumption and communication reliability (measured in terms of communication bit er-
ror rate) is exposed to the programmer. The programmer, by means of pragma annotation of the
source code, marks those data structures that are error-resilient. The communications induced by
the access to such data structures are then operated by means of less reliable yet energy-efficient
transmissions. A set of experiments carried out on applications belonging to different domains has
been presented in which the trade-off energy saving vs. application output degradation has been
discussed. The obtained results have shown that up to 50% of communication energy saving can
be obtained with a negligible impact on the application output quality.

Future work along this direction includes the definition of an automatic technique for discov-
ering the resilient data structures of an application and the selection of the most appropriate reli-
ability level to be used for their induced communications.
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