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Abstract—With the increasing demand for efficient
data processing, the latest consumer electronics are
powered by multi-core processors. Many applications
that run on these devices expect minimum data
access latency, where Network-on-Chip (NoC) plays a
crucial role. However, NoC is found to be responsible
for 60–75% of miss penalty. The objective of this
article is to present a revised NoC communication
framework that can possibly reduce the miss penalty.
The proposed architecture orchestrates buffers of
NoC routers as a victim cache to store evicted cache
blocks. Future references to such stored blocks are
replied from NoC routers which significantly reduces
miss penalty and improves system performance. Min-
imising miss penalty by maximising NoC resource
utilisation in these devices is a win-win situation.

I. INTRODUCTION AND BACKGROUND

In the world as it is today, data drives everything,
including most of the devices in consumer elec-
tronics. The ever increasing data demand efficient
processing to make a quick decision. As a result, all
the devices that require processing are realised by
some form of a multi-core processor. For example,
even the simplest of hand-held devices in consumer
electronics, like smartphones are powered with at
least a quad-core or even an octa-core processor,
and the count keeps increasing [1]. Such devices
rely on Network-on-Chip (NoC) for an efficient,
reliable and scalable communication infrastructure.
Conceptual illustration of an NoC based multi-core
processor used in such devices is shown in Figure 1.

Some of the most popular multi-core based con-
sumer electronics like smartphones, tablets, per-
sonal computers, autonomous vehicles, etc., have
up to 32 processing cores [2]. With the ongoing
increase in data driven applications that run on these
devices, future consumer electronics may have even
higher number of processing cores. When applica-

tions run, they expect minimum data access latency,
where on-chip caches play a major role. However,
due to the increasing core counts, limited on-chip
area and the associated cost, most of these devices
have only two levels of on-chip caches, as shown in
Figure 1. In case of an L1 cache miss, the requested
block is brought from the next level of memory
(L2 cache). Similarly, during an L2 cache miss,
the requested block is brought from the off-chip
memory. The time spent in bringing a requested
block into the L1 cache is called miss penalty. As
the entire communication between L1, L2 and off-
chip memory is done through the underlying NoC,
it plays a significant role in the miss penalty. Hence,
NoC in traditional multi-core processors is found to
be responsible for 60-75% of miss penalty and thus
has a significant say on performance [3].

Due to limited capacity, servicing L1 cache miss
beyond a point requires evicting a valid block. If
an evicted L1 cache block is clean, it is discarded
whereas, if the block is dirty (modified), it is
sent for write-back. The evicted, dirty L1 cache
block enters NoC (as a packet) through the local
router; which connects a core to the underlying
NoC (refer Figure 1). In-transit packets are stored
in router buffers during their routing and arbitration
decisions. Hence, the packet carrying the dirty
block traverses multiple routers to finally reach
its destination L2 cache bank for write-back. In
applications that exhibit decent temporal locality
of reference, if a recently evicted L1 cache block
is re-referenced, it needs to be brought back from
the L2 cache bank. In the worst case, when the
re-referenced block is not present in the L2 cache
bank (L2 miss), it is brought from off-chip memory.
If the recently evicted block could have stayed
in L1 cache a little longer until its re-reference,
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Figure 1: Conceptual view of an NoC based multi-core processor. A packet in NoC is divided into
multiple smaller units called flits. A control packet consists of a single head flit (H), whereas a data
packet consists of a head flit followed by multiple body flits and ended by a tail flit (H, B0, B1, T).

these kinds of miss penalty could be avoided. Such
unfortunate miss penalties delay applications and
affect system performance. Increasing the size of
L1 cache may temporarily work but is not feasible
due to its impact on L1 cache hit time, on-chip area
and power constraints of consumer electronics.

Due to very high L1 cache hit rate of around 90-
95%, L1 cache misses are sporadic. Hence, average
packet injection rate is only around 5%, and the
NoC resources remain severely underutilised [4].
With low packet injection rate, buffers in NoC
routers are underutilised. Since buffers are both
area and power-hungry, promising alternatives like
bufferless and minimally buffered NoC routers are
proposed [5]. There are also solutions like run-time
power gating with look-ahead routing that optimises
power consumption of routers [6]. However, these
alternatives fail to provide the necessary perfor-
mance bandwidth during on-chip network conges-
tion. Buffered NoC routers provide lower latency
and higher throughput per unit power under most
conditions [7]. With consumer electronics, users al-
ways look for solutions with more functionality and
hence maintaining and even improving performance
is important. Consumer electronics also strive to
maximise resource utilisation. In these devices, any
optimisation that improves resource utilisation, as
well as performance, will go a long way.

In this article, we attempt such an optimisation.
Since NoC plays a significant role in cache miss
penalty, we propose to include it in the memory
hierarchy. We propose to consider underutilised

NoC router buffers as a victim cache between
L1 and L2 cache. When evicted, dirty L1 cache
blocks enter the local router to travel towards L2
cache bank for write-back; we disable their routing
and arbitration. Such blocks remain stored in the
router buffers until they are not interrupted. We
also bring and store some evicted, clean L1 cache
blocks (which are normally discarded) to the local
routers. Now, when an application re-references
a recently evicted L1 cache block, we are able
to reply quickly from its local router. This reply
avoids the whole NoC travel resulting in a neg-
ligible miss penalty. Applications can resume their
execution at the earliest, which can improve overall
system performance. Many applications that run
on consumer electronic devices like autonomous
vehicles, e-healthcare equipment etc., are latency-
critical. Hence the proposed optimisation will be
more effective in improving performance for them.

II. RELATED WORK

As the number of cores continues to increase in
multi-core processors, considering NoC and mem-
ory hierarchy together is the way forward [3]. One
of the first works that tried using NoC for storage
dates back to late ‘80s [8]. The authors advocated
that NoC can be included in the memory hierarchy
by placing a small cache in the routers. There
are other significant works in the recent past that
are focused on NoC aware cache and coherence
implementations [9][10]. A recent article specifi-
cally emphasised the need for NoC based consumer
electronic devices to improve the performance as
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(a) Re-reference time of evicted L1 cache blocks
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Figure 2: Key observations that motivated the proposed architecture

we go into the future [11]. There is also an exciting
work about power-aware efficient data transfer in
NoC based consumer electronic devices [12]. Nev-
ertheless, most of these works have extra storage.

A recent work employed underutilised NoC
router buffers to store evicted last-level cache
(LLC) blocks to reduce off-chip miss penalty [13].
However, blocks evicted from LLC is very less
when compared to the L1 cache. In a promising at-
tempt, another work proposed to store evicted, dirty
L1 cache blocks in NoC routers [14]. The work
attempted to reply future references to the stored
blocks from NoC routers and reduce miss penalty.
However, most of the evicted blocks from L1 cache
are clean as the number of data reads are always
way more than data writes. Hence, in this article,
we present an analysis of how the miss penalty will
be when all the evicted L1 blocks (both clean and
dirty) are stored in the NoC routers. The proposed
work is similar to victim caching [15] between L1
and L2 cache without any additional storage. The
proposed work can also be complemented with any
other optimisation in the memory hierarchy.

III. MOTIVATION

The duration between evicting and then request-
ing the same L1 cache block in near future, by the
same core is called re-reference time. To under-
stand how frequently a cache block is re-referenced
in standard applications, SPEC CPU2006 multi-
programmed benchmarks are analysed. We simu-
late a 64-core NoC based multi-core processor by
running 64 copies of the same benchmark. This
simulation setup is employed to mimic a multi-core
based consumer electronic system where multiple

applications run in parallel. Figure 2a shows the av-
erage re-reference time of evicted L1 cache blocks
for different benchmarks. To understand with an
example, in astar benchmark, an evicted L1 cache
block is re-referenced within an average time of
6532 cycles. Across all the simulated benchmarks,
an evicted L1 cache block is re-referenced within
an average interval of 12000 cycles. This interval
indicates how frequently an application suffers from
L1 cache miss penalty due to unfortunate evictions.

Recently evicted L1 cache blocks are re-
referenced within a small time interval.

To meet the worst case performance bandwidth,
NoC based systems prefer input buffered routers.
Buffers are further divided into virtual channels
(VCs) for deadlock-free routing and better util-
isation. As shown in Figure 1, packets entering
through different input ports (east, south, west,
north and local) get temporarily stored in the avail-
able VCs and take part in routing and arbitration
decisions. However, due to low packet injection
rate, VCs are underutilised and thus remains free
most of the time. VC availability in local input
port of NoC routers is shown in Figure 2b for
different SPEC CPU2006 benchmarks. Since these
benchmarks have an average injection rate of only
around 5%, at least one VC is always free (≈ 95%)
except during peak on-chip network congestion.

NoC based systems use buffered routers for worst
case bandwidth, but buffers remain underutilised.

Since consumer electronics desire performance
as well as strive for maximising resource utilisation,
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Figure 3: Conceptual view of the proposed router microarchitecture.

merging the above two observations achieves both.

Keep evicted blocks in NoC router buffers (VCs)
and when re-referenced, generate local replies
from the routers to reduce L1 cache miss penalty.

IV. PROPOSED ARCHITECTURE

We talk about the proposed architecture in this
section. It uses MOESI directory protocol based on-
chip caching, with L2 being the last level cache
(LLC). Figure 3 presents a conceptual view of
the modified NoC router microarchitecture. The
working is explained in the following sub-sections:

A. Storing Evicted L1 Cache Blocks in Routers

The proposed architecture targets evicted, dirty
L1 cache blocks on their way for the write-back. As
shown in Figure 4, the modified header has a 1-bit
flag Store to identify write-back messages. These
messages enter NoC as packets through the local
routers to travel towards their destination for write-
back. While these in-transit packets are stored in
the VCs for routing and arbitration, an additional
Store, Reply, Forward & Drop (SRFD) unit (refer
Figure 3) checks their Store flag. SRFD unit avoids
critical path by working in parallel with the RC
unit, as we use two-stage NoC routers (1: RC, 2: VA
and SA). If SRFD unit finds the Store flag SET for
a packet, it disables the VC and switch arbitration
(VA and SA). The SRFD unit in this way stores
evicted, dirty L1 cache blocks in the local router.

The proposed architecture also considers sending
some evicted, clean L1 cache blocks for write-
back, which usually are discarded (dropped). The

DestSrc StoreAddr .   .   .   .   . Dirty S X

Figure 4: Updated message/packet header

LLC bank controller (LLC CTLR) never expects
these blocks for write-back. They are kept stored
in the local routers to increase the chances of local
reply (to be explained in Section IV-B). Since the
clean blocks which are in S state have multiple
sharers, only the blocks in E state are sent for
write-back to avoid incoherence (to be explained in
Section IV-D). Clean write-back messages also use
the Store flag, much like dirty write-back messages.
To facilitate local reply, both of these messages use
another 1-bit flag Dirty. The actions of the SRFD
unit in the modified routers are shown in Figure 3.

B. Replying to Re-reference Requests from Routers

The proposed architecture identifies read/write
requests in the local routers on their way to the
destination. Read and write requests are identified
using 1-bit flags S and X, respectively (refer Fig-
ure 4). When a new packet enters the local router
with its S flag SET (read request), the requested
address is compared with the addresses of the
stored blocks (packets). If SRFD unit finds a match,
it initiates a local reply to the read request by
swapping the source and destination between the
matched block (stored packet) and the read request
(new packet). SRFD unit enables the VA and SA
for the stored packet which were disabled during
local store (refer Section IV-A). The stored packet
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simply gets ejected through the local output port as
its destination L1 cache is connected to the very
same router. Local reply reduces miss penalty sig-
nificantly by avoiding travel to fetch the requested
block. In essence, a read request is satisfied with a
stored clean/dirty block from the local router.

SRFD unit works similarly when a new packet
enters the local router with its X flag SET (write
request). However, there is an additional check of
the Dirty flag to identify whether the matched block
is clean or dirty. Only when the Dirty flag is found
SET, a write request can be satisfied with a local
reply. If not SET (matched block is clean), then the
write request travels towards LLC bank to fetch the
requested block (to be explained in Section IV-D).
The matched clean block is dropped before the
write request proceeds towards LLC bank to avoid
leaving an old version of the block behind. Note
that a write request can be satisfied only with a
matching block which is dirty and not clean.

C. Forwarding/Dropping of Stored Cache Blocks

When a new packet does not get a free buffer
(VC) in the local router for injection, SRFD unit
vacates a VC occupied by the stored blocks (evicted
clean or dirty). The oldest one is vacated in case
multiple VCs have stored blocks. After the VC to
be vacated is identified, SRFD unit checks the Dirty
flag of the block stored in that VC. If the Dirty flag
is found SET, the stored block is dirty and hence is
forwarded for write-back by enabling VA and SA.
Otherwise, the stored block is clean and is silently
dropped since LLC bank already has the block.

There can be other applications waiting in the
LLC CTLR to get the status of evicted, L1 cache
blocks to resume their execution. Hence, even in
the absence of injection pressure, when the VCs
are not yet full, some of the stored blocks need
to be either forwarded or dropped. The proposed
architecture employs two techniques to identify the
VC to be vacated; Time-Triggered VC Vacate
(TT-VCV) and Message-Triggered VC Vacate
(MT-VCV). TT-VCV dictates that an evicted block
remains stored in the local router till the expiry of a
specific time threshold. With each VC, a threshold
counter (τi) is attached in the local input port (refer
Figure 3). MT-VCV dictates that when the status of
a stored block is requested by the LLC CTLR, the
VC containing the stored block is vacated.

Table 1: Simulation configuration

Processor 64 OoO x86 cores
L1 Cache 16KB, 4-way, 64B blocks, private, split

L2 Cache (LLC) 128KB×64 cores, 8-way, 64B blocks, shared
Memory Bank 4; one located at each corner

Cache Coherence MOESI distributed directory

NoC

8×8 2D mesh, 128-bit flit channel
3 Virtual Networks (VNs), VN0, VN1, VN2
4 Virtual Channels (VCs)/VN
1-flit depth control VC, 5-flit depth data VC

Routing 2-stage routers, X-Y dimension-order routing
Packets 1-flit for control packets, 5-flit for data packets

Time Threshold (τ ) 256 cycles
Benchmarks SPEC CPU2006 (multi-programmed)

D. Maintaining Cache Coherence

Evicted L1 blocks are stored only in the local
routers. Dirty blocks are always private (no sharer),
so when they are stored in local routers, there is no
violation of coherence. However, when local replies
are generated with these stored, dirty blocks, their
state requires to be preserved. Hence, irrespective
of whether its a read or write request, a local reply
with a stored, dirty block is always sent in M state.
Since a block in M state can not be discarded,
eventually it will be forwarded for write-back after
eviction from L1 cache in the near future.

Clean blocks can be shared (S state) or private (E
state). Since storing a shared cache block in routers
may violate coherence, the proposed architecture
considers only private, clean blocks. So, coherence
is not violated while these blocks are kept in the
local routers. When re-referenced, a local reply with
a stored, clean block is always sent in E state.
However, this is not enough for a write request. An
application initiates a write request to modify the
content of a block, and hence it needs the block
in M state. If local reply for a write request is
generated in E state, the application goes ahead
with its execution and modifies the block. However,
these changes are not updated to the next level of
memory, since a block in E state is never sent
for write-back. This leads to data inconsistency
which violates coherence. To avoid all of these, the
proposed architecture uses stored clean blocks to
satisfy only read requests from the local router.

V. PERFORMANCE EVALUATION

The following architectures are evaluated:
• Baseline: Bare version with no optimisation.
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Figure 6: Overall system speedup

Table 2: Workload mixes

Mix Benchmarks Copies

Same
astar, cactusADM, GemsFDTD, gromacs, h264ref,

1×64: 64hmmer, lbm, leslie3d, namd, omnetpp,
perlbench, sjeng, soplex, sphinx, xalancbmk

Low gromacs, GemsFDTD, hmmer, astar, h264ref
4×16: 64Med sphinx, perlbench, cactusADM, omnetpp, soplex

High xalancbmk, namd, sjeng, leslie3d, lbm

• TT-VCV: Stores evicted L1 blocks in local
router and uses time-triggered VC vacate.

• MT-VCV: Stores evicted L1 blocks in local
router and uses message-triggered VC vacate.

A. Simulation Framework and Workloads

Event-driven gem5 simulator [16] is used to
model all the architectures, with the system con-
figuration presented in Table 1. To evaluate per-
formance, SPEC CPU2006 benchmarks are run
on the baseline and proposed architectures. Differ-
ent workload mixes are created based on the re-
reference time of benchmarks (refer Figure 2a) as
given in Table 2. Same is a homogeneous workload
mix that runs the same benchmark on all the cores
(1×64: 64). low, med and high workload mixes are
created by grouping benchmarks with low, medium
and high re-reference times, respectively. Each of
these mixes run 4 different benchmarks with 16
copies from their groups, in a random combination
(4×16: 64). We plot normalised results of proposed
work compared with the baseline architecture.

B. Results and Discussion

L1 Cache Miss Penalty: It is the number of
cycles spent in bringing a requested block into the
L1 cache. Figure 5 shows whether the optimisations
employed in the proposed architectures are effective

in reducing L1 cache miss penalty. Local reply
from routers reduces L1 cache miss penalty in the
proposed architectures for all the workload mixes,
when compared with the baseline. In general, same
and low are performing slightly better than med
and high mixes as they have benchmarks with low
re-reference time (refer Figure 2a). A maximum
reduction of up to 13% and an average reduction
of 11% in L1 cache miss penalty is achieved.

Overall System Speedup: The overall system
speedup is compared using the total instructions
per cycle (IPC) of an architecture; baseline and the
proposed. Significant reduction in L1 cache miss
penalty has already signalled towards improved
system speedup. Figure 6 shows how the proposed
architectures have a greater system speedup when
compared with the baseline. A maximum of up to
12% and an average of 10% overall system speedup
is achieved for the presented workload mixes.

Limitations: Since the proposed architectures
rely on availability of VCs, a sensitivity analysis
on the number of VCs will help better assess the
work. Additionally, as the count of evicted blocks
is much higher than the capacity of available VCs,
there can be instances of unwanted thrashing.

C. Storage, Area and Power Overhead

Far smaller than the 128-bit flit channel, a stan-
dard packet header is only around 64-bits. Hence,
the additional flags Store, Dirty, S and X can be
accommodated in the header without any storage
overhead. McPAT [17] is run at 22nm processor
technology by feeding the configuration and output
files of gem5 [16] to get the area, leakage and
dynamic power overheads. A small area overhead
of 1.82% and a leakage power overhead of 2.73%
is incurred in the proposed architectures, due to the
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inclusion of SRFD unit and threshold counters (τi).
Nevertheless, a significant reduction of 4.39% in
dynamic power is achieved with improved system
performance. SRFD unit avoids the critical path of
execution as it functions with the RC unit in parallel
(refer Section IV-A). However, A real hardware
synthesis will give more accurate overheads.

VI. CONCLUSION

This article explored one of the most common
challenges latest consumer electronics face due to
increasing processing cores. Based on some critical
observations, the proposed architecture puts NoC
into the memory hierarchy using router buffers as
a victim cache. It significantly reduces miss penalty
and increases system performance. Our future work
includes a head-to-head comparison with a state-
of-the-art victim cache based architecture. We also
plan on real hardware synthesis for overhead anal-
ysis and a case study on an actual system.
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