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Abstract

A simple yet effective diversity preference approach is developed and coupled with many-objective particle swarm optimization (PSO) for solving box-constraint optimization problems. Since the selection of global leaders in PSO is crucial for many-objective optimization, an approach is developed using the reference-lines-based framework to update these leaders. In the proposed approach, diversity is ensured first by making clusters of solutions for every reference line. Thereafter, only one solution from each cluster with minimum penalty-based boundary intersection (PBI) fitness is selected. In case any cluster of a line is empty, a solution with minimum PBI fitness with respect to the line is selected. This ensures the selection of isolated but sometimes dominated solutions. The proposed approach is then used for updating the archive of global leaders and for assigning them to particles in the swarm. The proposed algorithm, which is referred to as MaOPSO-DP, is tested on 3-, 5-, 8-, 10-, and 15-objective instances of DTLZ and WFG test problems. Results demonstrate the effectiveness of MaOPSO-DP over eight many-objective evolutionary and PSO algorithms from the literature.
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1. Introduction

The field of many-objective optimization using evolutionary and swarm algorithms has attracted many researchers to develop an efficient and effective algorithm that can solve problems with a variety of complexities. The algorithms have been developed mainly using the Pareto-ranking-based [1], decomposition-based [2], or indicators-based [3] framework. Their main objective is to solve the optimization problem given in Equation (1) when the number of objectives is more than three, i.e., $M > 3$.

$$
\text{Minimize: } \mathbf{f}(\mathbf{x}) = (f_1(\mathbf{x}), \ldots, f_M(\mathbf{x})), \\
\text{subject to } \mathbf{x} \in \mathbf{\Omega},
$$

where $\mathbf{f}(\mathbf{x})$ is the set of conflicting objectives, $f_i(\mathbf{x})$ is the $i$-th objective function, $\mathbf{x} \in \mathbb{R}^n$ is the set of decision variables, and $\mathbf{\Omega}$ is the feasible search space. Since there are multiple
optimal solutions to Equation (1), these solutions are compared using the concept of Pareto Dominance. It says that solution \( x \) dominates solution \( y \) (denoted as \( x \prec y \)) if and only if \( \forall i \in (1, \ldots, M), f_i(x) \leq f_i(y) \) and \( \exists j \in (1, \ldots, M), f_j(x) < f_j(y) \). Any solution \( \bar{x} \) is said to be Pareto-optimal (PO) if \( \not\exists y \in \mathbb{R}^n : y \prec \bar{x} \). A set of these Pareto-optimal solutions then constitutes the PO set.

It is worth mentioning that many real-world problems often consist of multiple objectives, as observed with parametric optimization of a bulldozer and its blade in soil cutting [4], topology optimization of continuum structures [5, 6, 7], water resource management [8], etc. to name a few. Therefore, an efficient algorithm is needed that can generate solutions close to or on the PO front.

The Pareto-ranking-based many-objective evolutionary and swarm algorithms solve the problem given in Equation (1) by first assigning Pareto-ranking to solutions and then applying diversity preserving operator. The major problem with such algorithms is the lack of selection pressure for many-objective optimizing problem in which almost all solutions become non-dominated [9]. Therefore, the Pareto-ranking cannot differentiate solutions and selection, thus depends only on diversity preserving operator. It leads to a poor convergence and diversity of solutions on the PO front. Researchers target this problem by introducing relaxed Pareto-ranking procedures, such as fuzzy dominance [10], \( L \)-dominance [11], \( \alpha \)-dominance [12], etc. Still, these procedures cannot generate a well diverse set of solutions on the PO front. Researchers then focus on developing efficient environmental selection procedures. One of the efficient procedures is developed using the reference-lines-based framework in which solutions are selected through a set of reference lines or vectors. NSGA-III [1] uses this framework and develops the concept of niching via association of solutions with the reference lines. An efficient environmental selection procedure is developed by choosing solutions from less crowded regions. Using the same framework, algorithms like MOEA/DD [13], VaEA [14], many-objective PSO [15], etc. have been developed.

The decomposition-based many-objective algorithms decompose the problem given in Equation (1) into many scalar single-objective optimization sub-problems. All sub-problems are made using aggregate functions and are solved simultaneously. As per the survey [14], the first limitation is the generation of weight vectors that can help algorithms in generating a diverse set of solutions on the PO front. Another limitation is the selection of aggregate functions such as Weighted Sum (WS) method, Tchebycheff (TS) method, and Penalty-based boundary interaction (PBI) method. These methods always have shortcomings in approximating the widespread of the PO front. In order to address these limitations, MOEA/DD [13] uses both dominance- and decomposition-based approaches. REVA [17], on the other hand, uses angle-penalized distance with the decomposed objective space using reference lines and selects one solution from each subpopulation. I-DEBA [18] eliminates \( \theta \) in the PBI method by giving precedence of a distance over others in the objective space. \( \theta \)-DEA [19] presents a new dominance relationship using the PBI method. These are a few decomposition-based algorithms for many-objective optimization that can generate a well diverse set of solutions on the PO front.

The indicator-based algorithms employ indicators to assign fitness to each solution in order to converge on the PO front and maintain diversity among solutions. Hypervolume is the most common indicator that has been used successfully for solving many-objective optimization problems. However, the main limitation is the high computation time that increases exponentially with the number of objectives. This limitation has been handled by
HypE \cite{3} in which hypervolume is computed using Monte-Carlo simulation. Other indicators, such as R2 indicator \cite{20}, unary epsilon indicator \cite{21}, etc. have also been used. However, these algorithms fail to generate a well diverse set of solutions on the PO front.

The decomposition-based and indicator-based algorithms generally assign a composite fitness to every solution in the population or swarm for achieving convergence and diversity simultaneously. The Pareto-based algorithms, however, assign a rank to every solution for convergence followed by a diversity preserving operator. In spite of that, there is another class of algorithms that prefers diversity first followed by dominance. For example, \( \theta \text{-DEA} \) \cite{19}, MPSO/D \cite{22}, DoD \cite{23} are few such algorithms that make clusters of solutions using the reference-lines-based framework and select one solution from each cluster using either Pareto-ranking or new dominance-relationship. Their performance on solving box-constrained many-objective optimization problems motives us to employ the diversity preference approach with particle swarm optimization (PSO).

We know that PSO is popular for its faster convergence, but maintaining diversity among particles of a swarm is always challenging for multi- and many-objective optimization. From the literature, it is evident that the leader selection is crucial for any multi-objective PSO since we need to emphasize non-dominated solutions and to maintain diversity among them. Therefore, the literature focuses on the selection of global leaders that can steer the search toward the PO front. The global leaders, which are generally non-dominated, are thus selected through various methods, such as at random \cite{24}, using \( \sigma \) method \cite{25}, using clustering \cite{22}, etc. In this paper, a diverse set of global leaders is selected through the proposed diversity preference approach. The following are the contributions of the paper.

- A diversity preference approach is developed using the reference-lines-based framework in which clusters of solutions for every reference line are made, and only one solution from each cluster is selected using the PBI method.
- The approach is further extended for those reference lines for which clusters have no solution. In that case, a solution, which is not selected yet, with minimum PBI fitness to the empty line is selected.
- The proposed approach is then used to update the archive of global leaders in every generation. Thereafter, the same approach is used for assigning a global leader to each particle in the swarm.

A comparative study of the proposed PSO algorithm is presented with eight evolutionary and swarm algorithms on various instances of DTLZ and WFG problems using two indicators and the Wilcoxon significance test.

The remainder of this paper is organized as follows. Section 2 presents details of PSO and the relevant studies of many-objective PSO algorithms. Section 3 presents the diversity preference approach, the proposed algorithm’s framework, and other operators required for developing the algorithm. Section 4 presents results based on inverse generalized distance and hypervolume indicators. It also presents the average performance score of all algorithms. Section 5 concludes the paper with future work.
2. PSO and Relevant Studies for Many-Objective Optimization

2.1. PSO for Multi-Objective Optimization

The framework of PSO consists of a swarm that is initialized randomly. This swarm has $N$ number of particles, essentially potential solutions for solving Equation (1). The framework also consists of two archives that are the archive of global leaders and the archive of local leaders. It is noted that the purpose of these archives is to store global and local leaders so that these leaders can be used for velocity update, etc. These leaders help PSO to explore the search space of the optimization problem. Initially, particles of the swarm are copied into the archive of local leaders and the non-dominated solutions from the swarm to the archive of global leaders. Inside a standard loop of generations, the global leader is assigned to each particle in the swarm. It is noted that there are many potential leaders in the archive, which are non-dominated. Thereafter, the velocity ($v_i(t+1)$) of the particles in the generation ($t$) is updated as

$$v_i(t+1) = w v_i(t) + c_1 r_1 (LB_i(t) - x_i(t)) + c_2 r_2 (GB_i(t) - x_i(t)),$$

(2)

where $w$ is the inertia weight of the particle, $c_1$ and $c_2$ are the coefficients for exploitation and exploration, $r_1$ and $r_2$ are the random numbers between $[0, 1]$, $LB_i(t)$ is the $i$-th local leader in the $LB(t)$ archive at $t$-th generation, and $GB_i(t)$ is the $i$-th global leader in the $GB(t)$ archive at $t$-th generation. The position of particle $i$ is then updated as

$$x_i(t+1) = x_i(t) + v_i(t+1).$$

(3)

The new position of each particle is evaluated, and the archives of the global and local leaders are updated. The counter for the generation ($t$) is then increased by one. PSO finally terminates when ($t > T$), where $T$ is the maximum number of allowed generations.

There are plenty of PSO algorithms for multi-objective optimization in the literature. However, when PSO algorithms have to target many-objective optimization problems, mainly $M > 3$, the challenges like an update of global and local leaders’ archives, assignment of global leader to each particle in the swarm, convergence, and diversity of solutions, non-domination of all solutions [1, 26], etc. need to be addressed. Therefore, we target those relevant PSO algorithms which are designed for many-objective optimization.

2.2. Studies on Many-Objective PSO Algorithms

Mostaghim and Schmeck [25] proposed a distance-based ranking method that computed a distance between two solutions in the objective space. The proposed method was then used for selecting global leaders. Britto and Pozo [27] used reference points that were generated on a hyperplane. Using a reference point, the farthest solution from this point was removed for updating an external archive. NWSum method was used for updating the leaders in the swarm. Dai et al. [22] proposed decomposition-based PSO, which made $N$ clusters of solutions with respect to $N$-weight vectors by using the angle between the solution and vector. Along with the position update, the crossover was used to explore the feasible search space. The global leader to each particle was assigned from the neighboring particle, which made the smallest angle with the center vector of the cluster.

Figueiredo et al. [15] used the reference-lines-based framework of NSGA-III [1]. A density operator was used that projected solutions on the hyperplane. A convergence operator using
achievement scalarizing function was used for assigning the fitness to each solution. An archive of non-dominated solutions was maintained through density and convergence operators. The global leaders were assigned from the external archive by using the extreme solutions and tournament selection. Hu et al. 28 proposed a two-stage strategy for dominance-based PSO in which \( M \)-extreme points were used to generate the rest of the population near to them. The external archive and selection of global leaders were performed using a parallel cell coordinate system. Zhu et al. 29 presented an immune-based evolutionary search for an external archive that involved cloning, evolutionary search by crossover and mutation operators, and crowding degree operator. The decomposition-based approach was adapted to update local leaders, and the global leader was selected randomly from the external archive. Pan et al. 30 used the decomposition-based approach in which the diversity was preserved through the angle-based association with the reference vectors. A solution from each association of the reference vector was selected using fitness similar to the PBI method. An external archive was maintained through angle-based diversity and PBI-based fitness. Clustering in the variable space was also performed using the k-means clustering method. Two-stage criteria were used to select global leaders that were through angle-based association and randomly.

Liu et al. 31 proposed a balanceable fitness estimation for preserving diversity in the swarm. The fitness consisted of diversity distance and convergence distance. The diversity distance was measured in the normalized objective space by comparing the objective values of two solutions. The convergence distance of a solution was calculated with respect to the reference point. An external archive was updated using the proposed fitness, and an evolutionary search was performed on the archive using crossover and mutation operators. Liu et al. 32 proposed a bottleneck objective learning for improving the convergence of multiple swarms in PSO. These swarms communicated through an external archive of non-dominated solutions. This archive was updated using the niching concept of NSGA-III. Qin et al. 33 developed a decomposition-based PSO using different ideal points on the reference vectors. The reference vectors were used to maintain diversity via angle-based association. The distance between the reference point on the reference vector and solution was used for convergence. An external archive was maintained through a parameter called CAD, which has angle value in the numerator and distance value in the denominator. The solution with the least CAD value was retained from each reference vector.

Apart from dominance-based PSO, researchers have focused on other algorithms as well. For example, Luo et al. 21 proposed an indicator-based PSO that used a unary epsilon indicator. It was used to update the local leader of a particle when the Pareto-ranking of both were the same. An external archive was maintained in which half of its size was filled using non-dominated solutions that were closed to the reference vectors. The rest of the size of the archive was filled using the indicator. The closest non-dominated solutions from the current swarm and the external archive to the reference vectors were selected for assigning a global leader to a particle. Yang et al. 34 used intuitionistic fuzzy dominance-based PSO for sorting particles in the swarm and new particles after position update. A set of reference points was used for selecting local and global leaders using the PBI method. Li et al. 35 proposed a dominance difference approach that made a population size matrix. Each column of the matrix signified the difference among solutions when almost all of them were non-dominated. The same approach was used to select global and local leaders. The diversity among solutions was preserved through the \( L_p \) norm. An external archive was maintained and updated with
50% solutions using the approach. Xiang et al. [36] used historical solutions to guide the flight of each particle in the swarm using scalar projections. A diverse set of solutions was chosen using two fitness estimators that are $L_2$ norm with respect to the reference point and summation of objectives in the normalized objective space. The selection of the reference point was made by estimating the curvature of the PO front.

It can be observed from the literature that various efforts have been made to develop efficient many-objective PSO. These efforts focus mainly on selecting a diverse set of solutions for the archive so that the global leaders for many-objective PSO can be selected using various methods/approaches such as distance-based ranking method, decomposition-based approach, parallel cell coordinate system, balanceable fitness, etc. The selected leaders then steer the search of PSO toward the PO front. Moreover, many such algorithms have been developed using the decomposition-based approach because of the promising results. However, none of them have focused on retaining isolated solutions for preserving diversity. In the following section, the diversity preference approach is discussed, and details are given of coupling this approach for many-objective PSO.


In this section, we first discuss the proposed diversity preference approach and thereafter, the reference-lines-based framework on which the proposed approach is employed.

3.1. Proposed Diversity Preference Approach

The proposed diversity preference approach is developed using the reference-lines-based framework, which has been successfully implemented for developing algorithms like NSGA-III [1], $\theta$–DEA [19], etc. The main task of this approach is to update global leaders and also to assign global leaders to particles in the swarm in every generation. Moreover, our earlier experiments and results of DoD [23] and LEAF [37] on the same framework motivate us to use their concepts of diversity preference with many-objective PSO (MaOPSO).

The diversity preference approach is explained using a case of 2-objective in which the objective space is decomposed by $N = 9$ reference lines (R1, ..., R9), as shown in Fig. 1. These lines are drawn using the structured reference points generated using [38]. In the present case, there are $(2N = 18)$ solutions in the swarm from which $N$ solutions are to be selected. In the proposed approach, the clusters for each reference line are made as shown in Fig. 1 by calculating the Euclidean distance ($dist(s, r)$) between the solution ($s$) and the reference line ($r$), which is given as

$$dist(s, r) = \|s - r^T sr/||r||^2\|.$$

A solution having minimum $dist(s, r)$ value with respect to the line ($r$) is included in the cluster of the same line. For example, the cluster for reference line ‘R1’ is made of only solution ‘1’, the cluster for reference line ‘R2’ is made of solutions ‘11’ and ‘12’, and so on. Once these clusters are made, only one solution from each cluster is chosen using the PBI fitness, which is given as

$$F(s) = d(s, r) + \theta \times dist(s, r),$$

where $\theta$ is a penalty parameter, and $d(s, r)$ is the distance, which is calculated as

$$d(s, r) = s^T r/||r||.$$
Figure 1: The diversity preference approach using the reference-lines-based framework. The clusters of solutions are shown using elliptical curves.

The solution, which shows a minimum $F(s)$ value, is selected from each cluster of the reference lines. For example, solution ‘1’ is selected from the cluster of ‘R1’, solution ‘11’ is selected from the cluster of ‘R2’, so on. Therefore, we can select eight solutions from the clusters that are ‘1’, ‘11’, ‘13’, ‘7’, ‘2’, ‘4’, ‘9’, and ‘6’. We can see that there is no solution with the cluster of the reference line ‘R5’. In this case, a solution, which is not selected yet and having minimum PBI fitness to the reference line ‘R5’, is selected. From the figure, solution ‘8’ can be selected using the minimum PBI fitness.

The major steps of the diversity preference approach are presented in two stages using Algos. 1 and 2. In the stage-1, those clusters of reference lines are considered which are having at least one solution in Algo. 1. The PBI fitness of solutions in a cluster $C_i$ is calculated with respect to the reference line $i$ in Step 3. Solution ($s$) with minimum PBI fitness is then chosen for the reference line $i$.

**Algorithm 1** Stage-1 of the diversity preference approach

1:  % Stage-1: For a cluster of reference line ($i$) which is having at least one solution
2:  for every solution $x \in C_i$, where $C_i \neq \emptyset$ do
3:      Calculate PBI fitness of solution $x$ with respect to the reference line $i$ using Equation 5
4:  end for
5:  Choose solution $s \in C_i$ with minimum PBI fitness for the reference line $i$.

In stage-2, the clusters of reference lines, which have no solution, are considered in Algo. 2. In Step 3, the PBI fitness of solutions assigned to other clusters is calculated with respect to the reference line $j$. Solution ($s$) with minimum PBI fitness is chosen for the reference line $j$. 

---
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Algorithm 2 Stage-2 of the diversity preference approach

1: % Stage-2: For a cluster of reference line \((j)\) which is having no solution
2: for every solution \(\mathbf{x} \in C_i\), where \(C_i \neq \emptyset\) do
3: Calculate PBI fitness of solution \(\mathbf{x}\) with respect to the reference line \(j\) using Equation \ref{eq:pbi_fitness}
4: end for
5: Choose solution \(\mathbf{s} \in C_i\) with minimum PBI fitness for the reference line \(j\)

We can observe that a diverse set of solutions is selected in which preference is given to diversity first by selecting only a single solution from each cluster. This idea is motivated by the LEAF algorithm \cite{37} in which the solutions are first ranked using the Pareto-ranking, and then clusters are made using association and re-association. The solution with the minimum rank from each cluster is then chosen. In the case of a tie, the solution with a minimum \((\text{dist}(\mathbf{s}, \mathbf{r}))\) is chosen. However, in the proposed approach, the clusters are made first, and one solution with minimum PBI fitness from each cluster is selected.

Another observation is that a dominated solution based on the Pareto-ranking can be selected over a non-dominated solution in the proposed approach. In Fig. 1, solution ‘9’ (dominated solution) is chosen over solution ‘5’ (non-dominated solution). This idea is motivated by the DoD algorithm \cite{23} in which the clusters are made, and then non-dominated ranking is performed independently in each cluster. However, the proposed approach selects a solution from each cluster using the PBI fitness.

In addition to selecting a diverse set of solutions, the proposed approach selects a solution for those lines which have an empty cluster. In this case, a solution that is not selected yet, with minimum PBI fitness with respect to the line is considered. However, DoD and LEAF algorithms select solution using \((\text{dist}(\mathbf{s}, \mathbf{r}))\) only.

3.2. Proposed PSO using Reference-Lines-based Framework

The reference-lines-based framework for many-objective optimization is developed in the literature with the help of reference lines for decomposing the objective space and then selecting a diverse set of solutions using these reference lines. In this framework, a set of reference points is generated using \cite{38} on a unit hyperplane, and the lines are drawn from the origin to these reference points. The number of reference points \(|H|\) is calculated as

\[
|H| = \left( \frac{M + p - 1}{p} \right),
\]

where \(M\) is the number of objectives, and \(p\) is the number of equal division on each objective axis. Fig. 2 shows a 3-objective case in which 15 reference points are generated by using \(p = 4\). The figure also shows a reference line. With the help of the Euclidean distance \((\text{dist}(\mathbf{s}, \mathbf{r}))\), solutions in the population or swarm are associated or made clusters with the closest reference line. This distance measure helps in selecting a diverse set of solutions, as discussed in Sections 1 and 2.

The same reference-lines-based framework is used for the proposed MaOPSO, which is presented in Algo. 3. It starts with initializing random swarm \((P(t))\) of size \(N\) and keeping the archives of the global leaders \((GB(t))\) and the local leaders \((LB(t))\) empty. Thereafter,
clusters of solutions of $P(t)$ are made for every reference line in Step 2. Since clusters are made in the normalized objective space, it requires normalization of $P(t)$. Initially, the same swarm of $P(t)$ is assigned to $GB(t)$ and $LB(t)$ in Step 3. Thereafter, an extreme point is calculated using the Nadir point from $P(t)$ in Step 4. This point is utilized later in normalization. In the standard loop of generations, the global leaders from the $GB(t)$ archive are assigned to each particle of the swarm in Step 6 using the diversity preference approach discussed in Section 3.1. The velocity and position of each particle in the swarm are updated in Steps 7 and 8. The evolutionary search is applied on the leaders of the $GB(t)$ archive using the SBX crossover operator and polynomial mutation operator [39]. Since we have the swarm and two archives of $GB(t)$ and $LB(t)$, these swarm and archives are combined together, and clusters are made in Step 10. The archives of $GB(t)$ and $LB(t)$ are updated in Steps 11 and 12 using the diversity preference approach. The generation counter ($t$) is then increased by one. The algorithm terminates when ($t$) reaches the maximum number of allowed generations. As an output, the non-dominated solutions from the $GB(t)$ archive are reported. In the following sections, details of the major steps of Algo. 3 are presented.

3.3. Clustering of Solutions: Clustering in Steps 2 and 10 of Algo. 3

As the name suggests, it is used to make clusters of solutions for the reference lines. Algo. 4 presents three major steps that are required to make clusters in the normalized objective space. In Step 11 the non-dominated sorting of NSGA-II [40] is used, which is required in normalization. Thereafter in Step 2, solutions of $R(t)$ are normalized by adopting the normalization scheme of LEAF [37].

The major steps of the normalization scheme are presented in Algo. 5. In this scheme, the extreme point in Step 3 of Algo. 3 is used to normalize solutions. Solutions of $R(t)$ are thus first translated by subtracting them with the ideal point, which is given as

$$\hat{f}_i(x) = f_i(x) - z_i^{\min}, \quad \forall i \in M, \quad \forall x \in R(t),$$

where $z_i^{\min}$ is the $i$-th component of the ideal point ($z^{\min}$). This translation makes the new ideal point at the origin. Thereafter, the extreme solution along each objective axis is found.
Algorithm 3 Reference-Lines-based Framework for the proposed MaOPSO

**Input:** \( t = 1 \), \( M \) : number of objectives, \( N \) : swarm size, \( H \) : reference points, \( T \) : maximum number of generations

**Output:** A set of non-dominated solutions from the \( GB(t) \) archive

1. Initialize random swarm \( (P(t)) \) and the archives of \( GB(t) = \emptyset \) and \( LB(t) = \emptyset \);
2. Clustering of solutions: \( Clustering(P(t)) \);
3. Assign particles to \( GB(t) = P(t) \) and to \( LB(t) = P(t) \);
4. Compute extreme point: \( e = (e_1, e_2, \ldots, e_M)^T \) such that \( e_j = \max_{x \in P(t)} f_j(x) \) and \( x \) is a non-dominated solution;
5. while \( t \leq T \) do
6. Assign global leader from the \( GB(t) \) archive to each particle in the swarm: \( Assign_GB \);
7. Update velocity of particles: \( Update_Velocity \);
8. Update position of particles: \( Update_Position \);
9. Perform evolutionary search on the leaders of the \( GB(t) \) archive: \( Evolutionary_Search(GB(t)) \);
10. Clustering of solutions: \( Clustering(M_t = P(t) \cup GB(t) \cup LB(t)) \);
11. Update the archive of local leaders: \( LB(t) = Update_LB(P(t), GB(t)) \);
12. Update the archive of global leaders: \( GB(t) = Update_GB(M_t) \);
13. \( t = t + 1 \);
14. end while

using the augmented scalarizing function, which is given as

\[
z^*_j = \hat{f}(x), x : \min_{x \in R(t)} \left( \max_{i=1}^{M} \frac{\hat{f}_i(x)}{\mu_i} \right),
\]

where \( z^*_j \) is the extreme solution corresponding to \( j \)-th objective, \( \hat{f}_i(x) \) is the \( i \)-th component of \( \hat{f}(x) \), and \( \mu_i \)'s are the weights for each objective. In order to calculate \( j \)-th component, i.e., \( z^*_j, \mu_j = 1 \), and the rest of the weights are kept \( 10^{-6} \).

The extreme solutions from every objective axis \( (Z) \) are then used to make the hyperplane. This hyperplane intersects the objective axes to find the intercepts on them. Since we solve a system of linear equations for determining the intercepts, the degenerate cases, such as duplicate solutions in \( (Z) \) or negative intercept, can occur. It can be seen that the Nadir point is determined when any degenerate case is encountered, as shown in Steps 4 and 8. For these cases, each component of the extreme point \( (e) \) is compared in Step 14 and gets updated in Step 15. If there is no degenerate case, the computed intercept in Step 6 is used to update

Algorithm 4 Clustering\((R(t))\)

1. \((F_1, F_2, \ldots) = Non-dominated\text{ sorting}\ (R(t))\);
2. \( \hat{R}_t = Normalize(R(t)) \); %Using Algo. 5
3. MakeClusters\((\hat{R}_t))\); %Using Algo. 6
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the extreme point \((e)\) in Step 10. At last, solutions are normalized using the extreme point \((e)\) in Step 18.

**Algorithm 5 Normalization Scheme of LEAF [37]**

1: Translate the solutions of \(R(t)\) using Equation \((8)\);
2: Compute extreme solutions \((Z)\) using Equation \((9)\);
3: if Duplicate solutions exist in \(Z\) then
4: Compute the nadir point \((z^N)\) from the current non-dominated front;
5: else
6: Compute intercept \(a = (a_1, a_2, \ldots, a_M)^T\) from \((Z)\);
7: if Any intercept is negative then
8: Compute the nadir point \((z^N)\) from the current non-dominated front;
9: else
10: Update the extreme point \((e)\) using the intercept, i.e., \(e_j = a_j, \forall j \in \{1, \ldots, M\}\);
11: end if
12: end if
13: if Duplicate solutions exist or negative intercept is found then
14: if \(z_j^N < e_j\), where \(j \in \{1, \ldots, M\}, z_j^N \in z^N\) then
15: \(e_j = z_j^N\);
16: end if
17: end if
18: \(\bar{f}_j(x) = \hat{f}_j(x)/e_j, \forall x \in R(t), \forall j \in \{1, \ldots, M\}\);

After normalization, the clustering of solutions is performed in the normalized objective space in Step 3 of Alg. 4. The major steps of clustering are presented in Alg. 6 in which the reference lines are computed in Step 1 using the reference points and the origin, as discussed earlier in Section 3.1. Thereafter, the distance \(\text{dist}(x, w)\) is calculated for all solutions in \(R(t)\) with every reference line. Every solution \(x\) having minimum \(\text{dist}(x, w)\) value with a reference line \(w\) is included in the cluster of the same line.

**Algorithm 6 MakeClusters(\(\bar{R}_t\))**

1: Compute every reference line \(w\) using the reference points generated through \[38\] and the origin;
2: Compute the distance \(\text{dist}(x, w)\) for all solutions \(x \in R(t)\) to every reference line \(w\) using Equation \((4)\) in the normalized objective space;
3: Include solution \(x\) to the cluster of line \(w\) which has the minimum \(\text{dist}(x, w)\) value;

### 3.4. Assign Global Leader: Assign_GB in Step 6 of Alg. 3

In the standard loop of generations, the first step of the proposed framework is to assign a global leader from the archive of \(GB(t)\) to each particle in the swarm. The major steps of Assign_GB are presented in Alg. 7. Since the diversity preference approach is used for assigning the global leader, the task is divided into two stages. In the stage-1, the clusters of the reference lines that are having at least one solution are considered in Step 2. In Step 3
a solution \(s\) is selected using Algo. 1. The same solution is assigned as the global leader to the particles in the swarm that belong to the cluster of the reference line \(i\). In order to avoid the selection of the same solution, it is removed from \(C_i\) in Step 5 for further consideration. In the stage-2, the reference line \((j)\) having no solution in its cluster is chosen in Step 8. In Step 9, a solution \(s\) is chosen using Algo. 2. The same solution is then chosen as the global leader for the particles which belong to the cluster of the reference line \(j\). It is then removed from the cluster in Step 11.

Algorithm 7 Assign GB

1. % Stage-1 of the diversity preference approach: Clusters of reference lines having at least one solution
2. for cluster \((C_i \neq \emptyset)\) of every reference line \(i\) do
3. Select solution \(s\) using Algo. 1
4. Assign solution \(s\) as the global leader to all particles that belong to the cluster of the reference line \(i\);
5. Remove solution \(s\) from \(C_i\), i.e., \(C_i \setminus s\);
6. end for
7. % Stage-2 of the diversity preference approach: Clusters of reference lines having no solution
8. for cluster \((C_j = \emptyset)\) of every reference line \(j\) do
9. Select solution \(s\) using Algo. 2
10. Assign solution \(s\) as the global leader to all particles that belong to the cluster of the reference line \(j\);
11. Remove solution \(s\) from \(C_i\), i.e., \(C_i \setminus s\);
12. end for

3.5. Velocity and Position Update of particles in Steps 7 and 8 of Algo. 3

Equation (2) is mostly used for updating the velocity of each particle. For the proposed algorithm, some modifications are made with the parameters. For example, the weight \(w\) changes with generations as \(w = w_0(1 - t/T) + 0.05\). Similarly, the coefficients \(c_1\) and \(c_2\) also change with generation as \(c_1, c_2 = c_0(1 - t/T) + 0.1\). An adaptive parameter \(\delta\) is kept which also changes with generations as \(\delta = 0.5(1 - t/T) + 0.1\). When a random number between \([0, 1]\) is generated and found less than \(\delta\), the velocity is updated as given in Equation (2). Otherwise, the velocity of a particle \((i)\) is updated as

\[
\mathbf{v}_i(t + 1) = (\mathbf{GB}_i(t) - \mathbf{x}_i(t)).
\] (10)

Thereafter, the position of each particle is updated as given in Equation (9). In case any variable is jumped over its bounds, it is brought back to the nearest bound.

3.6. Evolutionary Search on GB(t): Evolutionary_Search(GB(t)) in Step 9 of Algo. 3

The evolutionary search is performed so that leaders in the archive of \(GB(t)\) should not be stuck at the local optima, and their improved positions steer the search of swarm toward the PO front. The major steps of Evolutionary_Search are presented in Algo. 3 in which
crossover and mutation are performed on the archive of GB(t) in Step 1. Since this evolutionary search generates another set of leaders, the GB(t) archive is updated by combining the new and existing leaders in Step 2. The steps for updating the archive of GB(t) are presented in Section 3.8.

Algorithm 8 Evolutionary Search (GB(t))

1: \( GB(t)_\text{new} = \) Perform crossover followed by mutation on \( GB(t) \) by using SBX crossover operator and Polynomial mutation operator
2: Update the archive of \( GB(t) \): \( \text{Update_GB}(GB(t)_\text{new} \cup GB(t)) \);

3.7. Update LB(t) Archive: \textbf{Update_LB} in Step 17 of Algorithm 3

The archive of LB(t) is updated using the PBI fitness, which is already calculated in Step 10 of Algo. 3. If the PBI fitness of the particle in the swarm (\( P(t) \)) is smaller than its local leader, the local leader is updated for the particle.

3.8. Update GB(t) Archive: \textbf{Update_GB} in Step 12 of Algorithm 3

An update of the GB(t) archive is developed using the diversity preference approach discussed in Section 3.8. The major steps are shown in Algo. 9. In the beginning, the archive of GB(t) is kept empty. In Step 3 solutions are selected using the stage-1 of the diversity preference approach. A solution \( s \) with a minimum PBI fitness from each cluster \( (C_i \neq \emptyset) \) is chosen and copied it in the archive of GB(t) in Step 5. This ensures the selection of a diverse set of solutions in the archive of GB(t) through the set of the reference lines. The chosen solution \( s \) is then removed from its respective cluster in Step 6. Since some clusters \( (C_j = \emptyset) \) of the reference lines can be empty, the stage-2 of the diversity preference approach is used in Step 8. In this case, the PBI fitness is calculated among the remaining solutions of the non-empty clusters \( (C_i \neq \emptyset) \) and the reference line \( j \). Solution \( s \) with a minimum PBI fitness with respect to the reference line \( j \) is chosen and copied it to the archive of GB(t) in Step 10. Finally, the solution \( s \) is removed from its respective cluster for further consideration in Step 12.

The above procedure ensures that we can copy \(|H|\) number of solutions to the archive of GB(t). Since the archive size can be \( N > |H| \), we need to select a few more solutions for filling the archive of GB(t). Therefore, a non-empty cluster \( (C_i \neq \emptyset) \) is chosen randomly, and solution \( s \) with a minimum PBI fitness is selected in Step 16. The same solution is then copied to the GB(t) archive in Step 17 and gets removed from its respective cluster in Step 18. This procedure is repeated until the archive of GB(t) is completely filled.

3.9. Computational Complexity

The major computation is involved either with non-dominated sorting at Step 11 of Algo. 4, or calculating distance for making clusters in Step 2 of Algo. 6. The non-dominated sorting of \( 2N \) population size and \( M \) objectives is \( O(N^2 \log^{M-2} N) \). The clustering operation with respect to \( H \) number of reference points for \( 2N \) population size with \( M \) objective requires \( O(NM^2) \) computation. In the present implementation, we consider \( H \approx N \) or \( N > H \) that suggests the worst complexity of clustering operation as \( O(N^2 M) \). Therefore, the worst order complexity of the proposed MaOPSO is either \( O(N^2 \log^{M-2} N) \), or \( O(N^2 M) \) in one generation.
Algorithm 9 Update_GB(R(t))

1: % In Step 10 of Algo. 3 solutions of R(t) are ranked and normalized. Clusters of solutions are also made.
2: Initialize GB(t) = ∅;
3: % Stage-1 of the diversity preference approach
4: for every cluster Ci ≠ ∅ do
5: Select one solution (s) using Algo. 1 and copy it in GB(t), i.e., GB(t) = GB(t) ∪ s;
6: Remove solution (s) from the cluster, i.e., Ci = Ci \ s;
7: end for
8: % Stage-2 of the diversity preference approach
9: for every cluster Cj = ∅ do
10: Select one solution (s) using Algo. 2 and copy it in GB(t), i.e., GB(t) = GB(t) ∪ s;
11: Remove solution (s) from the cluster, i.e., Cj = Cj \ s;
12: end for
13: % When GB(t) is not filled completely.
14: if |H| < N then
15: while |GB(t)| < N do
16: Choose a cluster (Ck : Ck ≠ ∅) randomly and select the minimum PBI fitness solution (s) from the remaining solutions in Ck;
17: Copy solution (s) into GB(t), i.e., GB(t) = GB(t) ∪ s;
18: Remove solution (s) from the cluster, i.e., Ck = Ck \ s;
19: end while
20: end if
4. Results and Discussion

The proposed MaOPSO, which is developed using the diversity preference approach, is now referred to as MaOPSO-DP. It is tested using DTLZ [42] and WFG [43] problems, and its outcome is compared with the existing many-objective evolutionary and PSO algorithms. First, the details of the simulation are given, followed by the comparison of results.

4.1. Simulation Details

**Test Instances.** Various test instances of 3-, 5-, 8-, 10-, and 15-objective of DTLZ and WFG problems are chosen for generating and comparing the outcome of MaOPSO-DP. The number of decision variables for DTLZ problems is given as \(n = M + k - 1\). Here, \(k = 5\) for DTLZ1, and \(k = 10\) for DTLZ2-4 problems. The number of decision variables for WFG1-9 problems is set to \(n = k + l\). Here, \(k\) is the position-related variable, which is kept as \(k = 2 \times (M - 1)\), and \(l\) is the distance-related variable, which is kept constant as \(l = 20\). It can be seen from the literature that these problems have different characteristics that make them difficult to solve by various algorithms [37].

**Algorithms.** A set of algorithms is chosen for comparison. The list includes eight many-objective evolutionary and PSO algorithms, such as NSGA-III [1], LEAF [37], \(\theta\)-DEA [10], MEAD/D-URAW [44], ISDE+ [45], MaPSO [36], NMPSO [31], and MPSO/D [22]. Algorithms like NSGA-III, LEAF, \(\theta\)-DEA, and MaPOS use the similar reference-lines-based framework. Algorithm \(\theta\)-DEA uses an approach similar to the diversity preference approach in which the diversity is preserved first through the reference lines, and dominance is targeted later through a new dominance rule called \(\theta\)-sorting. MaPSO, NMPSO, and MPSO/D are recently published and efficient many-objective PSO algorithms.

**Statistical Performance Assessment.** Since all algorithms are meta-heuristic, we run them 20 times with different initial population. Their performance is assessed through the inverse generalized distance (IGD) and hypervolume (HV) indicators. IGD indicator is calculated as,

\[
IGD(Q, P^*) = \frac{\sum_{i=1}^{\left|P^*\right|} \min_{j=1}^{\left|Q\right|} d(p_i, q_j)}{|P^*|},
\]

where \(P^*\) is the set of PO solutions, \(Q\) is the set of obtained non-dominated solutions, \(\left|P^*\right|\) is the cardinality of \(P^*\), \(\left|Q\right|\) is the cardinality of \(Q\), and \(d(p_i, q_j) = ||p_i - q_j||^2\). Since a set of the PO solution \((P^*)\) is required for the IGD indicator, the set is found using the reference lines generated in Section 3.2. For example, we know the PO front of the DTLZ1 problem is a hyperplane, that is, \(\sum_{i=1}^{M} f_i = 0.5, \forall f_i \geq 0\). The points of intersection between the reference lines and the PO front generate a set of PO solutions. Similarly, we find the set of the PO solutions for other DTLZ problems, that is, the point of intersection between the

---

1The source codes of LEAF, \(\theta\)-DEA, ISDE+, and MaPSO are provided by the authors with a link in their papers. PlatEMO [46] is used for MEAD/D-URAW, NMPSO, and MPSO/D algorithms. The source code of NNSGA-III provided by the authors of LEAF is used for NSGA-III results. The source code of MaOPSO-DP is available at https://www.iitg.ac.in/dsharma/index.html.
reference lines and the PO front, \(\sum_{i=1}^{M} f_i^2 = 1, \forall f_i \geq 0\). We find the PO solutions for WFG4-9 problems similar to DTLZ2-4 problems. Moreover, the PO solutions of WFG1-3 problems are also found by following the same procedure.

HV indicator measures the size of the objective space dominated by the solutions in \(Q\) and bounded by \(z^*\), which is calculated as

\[
HV(Q) = \text{VOL}\left(\bigcup_{x \in \Omega} [f_1((x), z_1^*)] \times \ldots [f_M((x), z_M^*)]\right),
\]

where \(\text{VOL}(\cdot)\) indicates the Lebesgue measure, and \(z^* = (z_1^*, \ldots, z_M^*)^T\) is the reference point in the objective space that is dominated by all Pareto-optimal solutions. The larger is the HV value, the better is the quality of \(Q\) for approximating the PO front \[47\]. For DTLZ1, \(z^* = (1, \ldots, 1)^T\) is chosen. For other DTLZ and WFG problems, \(z^* = (2, \ldots, 2)^T\) is considered\[2\].

HV values are normalized between \([0, 1]\) by dividing \(z = \prod_{i=1}^{M} z_i^*\). Both the indicators are determined by normalizing \(Q\), except for DTLZ1.

The Wilcoxon signed-rank test at 5% significance level is also used to determine the difference for statistical significance between MaOPSO-DP and the benchmark algorithm.

**Parameter Setting.** We set the population size based on the reference points generated using Equation (7) \[1\]. The details of no. of division for each objective instance, number of reference points, and population size for algorithms are given in Table 1. It is noted that the two-layered approach defined by \[1\] is used for a higher number of objectives.

<table>
<thead>
<tr>
<th>No. of obj. ((M))</th>
<th>divisions (p) or ((p_1, p_2))</th>
<th>No. of ref. points ((H))</th>
<th>Population ((N))</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>12</td>
<td>91</td>
<td>92</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>210</td>
<td>210</td>
</tr>
<tr>
<td>8</td>
<td>(3, 2)</td>
<td>156</td>
<td>156</td>
</tr>
<tr>
<td>10</td>
<td>(3, 2)</td>
<td>275</td>
<td>276</td>
</tr>
<tr>
<td>15</td>
<td>(2, 1)</td>
<td>135</td>
<td>136</td>
</tr>
</tbody>
</table>

All algorithms terminate using the maximum number of allowed generations. Table 2 presents the common termination conditions for all algorithms.

The algorithm-specific parameters are listed in Table 3. These parameters are chosen based on the general parameter settings mentioned in the original studies of algorithms for solving DTLZ and WFG problems. NSGA-III, LEAF, \(\theta\)-DEA, ISDE+, and MaOPSO-DP use SBX crossover operator \[39\] for which the probability is set to 1.0 and crossover index \((\eta_c)\) is set to 30. NSGA-III, LEAF, \(\theta\)-DEA, ISDE+, NMPSO, MPSO/D, and MaOPSO-DP use polynomial mutation operator \[39\] for which the probability is set to \((1/n)\) and mutation

\[2\] The source of WFG group is used for HV computation (https://github.com/lbradstreet/WFG-hypervolume).
Table 2: Maximum number of generations for terminating all algorithms.

<table>
<thead>
<tr>
<th>No. of objectives</th>
<th>DTLZ1</th>
<th>DTLZ2</th>
<th>DTLZ3</th>
<th>DTLZ4</th>
<th>WFG (all)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>400</td>
<td>250</td>
<td>1000</td>
<td>600</td>
<td>1000</td>
</tr>
<tr>
<td>5</td>
<td>600</td>
<td>350</td>
<td>1000</td>
<td>1000</td>
<td>1250</td>
</tr>
<tr>
<td>8</td>
<td>750</td>
<td>500</td>
<td>1000</td>
<td>1250</td>
<td>1500</td>
</tr>
<tr>
<td>10</td>
<td>1000</td>
<td>750</td>
<td>1500</td>
<td>2000</td>
<td>2000</td>
</tr>
<tr>
<td>15</td>
<td>1500</td>
<td>1000</td>
<td>2000</td>
<td>3000</td>
<td>3000</td>
</tr>
</tbody>
</table>

The index \(\eta_m\) is set to 20. As suggested in the original study, the parameter \(\theta\) is set to 5 for \(\theta-\text{DEA}\) \cite{19}. Similarly, the number of closest vectors \(T = N/10\), and other parameters such as \(\delta = 0.9\), \(nr = 2\) are set for MOEA/D-URAW \cite{14}. According to \cite{33}, the parameters \(K = 3\), \(\theta_{\text{max}} = 0.5\), \(w = 0.1\), and \(C = 2.0\) are set for MaPSO. For NMPSO \cite{31}, the factor \(w\) is chosen randomly between \([0.1, 0.5]\), and the coefficients \((c_1, c_2, c_3)\) lie between \([1.5, 2.5]\). According to MPSO/D \cite{22}, the factor \(w\) is chosen randomly between \([0.1, 0.9]\), and the coefficients \((c_1, c_2)\) are set to 2. For MaOPSO-DP, the initial values of \(w_o = 0.9\) and \(c_o = 2.5\) are set that reduce with the number of generations.

Table 3: Parameter settings of all algorithms.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-III</td>
<td>(p_c = 1.0, p_m = 1/n, \eta_c = 30, \eta_m = 20)</td>
</tr>
<tr>
<td>LEAF</td>
<td>(p_c = 1.0, p_m = 1/n, \eta_c = 30, \eta_m = 20)</td>
</tr>
<tr>
<td>(\theta-\text{DEA})</td>
<td>(\theta = 5.0) for PBI method</td>
</tr>
<tr>
<td>MEAD/D-URAW</td>
<td>(T = N/10, \delta = 0.9, nr = 2)</td>
</tr>
<tr>
<td>ISDE+</td>
<td>(p_c = 1.0, p_m = 1/n, \eta_c = 30, \eta_m = 20)</td>
</tr>
<tr>
<td>MaPSO</td>
<td>(K = 3, \theta_{\text{max}} = 0.5, w = 0.1, C = 2.0)</td>
</tr>
<tr>
<td>NMPSO</td>
<td>(w \in [0.1, 0.5], c_1, c_2, c_3 \in [1.5, 2.5], p_m = 1/n, \eta_m = 20)</td>
</tr>
<tr>
<td>MPSO/D</td>
<td>(c_1, c_2 = 2, w \in [0.1, 0.9], p_m = 1/n, \eta_m = 20,) (\text{no. of weight vectors in the neighborhood is 20})</td>
</tr>
<tr>
<td>MaOPSO-DP</td>
<td>(w_o = 0.9, c_o = 2.5, p_c = 1.0, p_m = 1/n, \eta_c = 30, \eta_m = 20)</td>
</tr>
</tbody>
</table>

4.2. Performance Assessment on DTLZ problems

Table 4 presents the best, median, and worst IGD values obtained from the results of algorithms on DTLZ problem instances. The gray shaded cells represent the best (smaller value) IGD value in the corresponding row of the problem instances. DTLZ1 problem is a multi-modal problem with a linear PO front that is intersecting the objective axes at 0.5 coordinate. While solving this problem, MaOPSO-DP shows the best IGD value for all instances, except for the 15-objective instance. DTLZ2 problem is one of the simplest problems that has a convex PO front. MaOPSO-DP shows the best IGD values for all instances of objectives. DTLZ3 problem has the same PO front as DTLZ2 problem, but it is a multi-modal problem. Although DTLZ3 problem is a relatively difficult problem, MaOPSO-DP again shows the best IGD values for all objective instances. The last problem from DTLZ problem set considered
for performance comparison is DTLZ4 problem that has a concave PO font similar to DTLZ2 problem, but it is a biased problem. MaOPSO-DP shows the best IGD value for all instances. It can be seen from Table 4 that MaOPSO-DP shows the best IGD values in 54 rows out of 60. The Wilcoxon test results are shown in the same table with symbols (+, =, −). The symbol ‘+’ suggests a significantly better performance of MaOPSO-DP over the corresponding benchmark algorithm. Other symbols ‘−’ and ‘=’ suggest significantly bad performance and equivalent performance of MaOPSO-DP over the corresponding algorithm, respectively. For DTLZ1 problem, MaOPSO-DP shows significantly better performance over eight algorithms for 3-, 5-, 8- and 10-objective instances. NSGA-III, LEAF, ISDE+, and MaPSO show significantly better performance than MaOPSO-DP on 15-objective instance. MOEA/D-URAW shows equivalent performance on the same objective instance against MaOPSO-DP. For DTLZ2 problem, MaOPSO-DP shows significantly better performance over eight algorithms on all objective instances. For DTLZ3 problem, MaOPSO-DP shows significantly better performance over eight algorithms for 3-, 5-, 8- and 10-objective instances. For 15-objective instance, MaOPSO-DP shows significantly better performance over MOEA/D-URAW, ISDE+, MaPSO, and NMPSO, and equivalent performance with NSGA-III, LEAF, θ−DEA, and MPSO/D. For DTLZ4 problem, MaOPSO-DP shows again a significantly better performance over eight algorithms over eight algorithms. At the bottom of the table, a collective outcome of the Wilcoxon test for every algorithm with respect to MaOPSO-DP is given. It can be seen that MaOPSO-DP outperforms the chosen set of algorithms on DTLZ problem instances.

Table 5 presents the best, median, and worst HV values obtained from the results of algorithms on DTLZ problem instances. Again, the gray cells represent the best (larger value) HV value for the corresponding row. For DTLZ1 problem, MaOPSO-DP shows the best HV values in all objective instances than the chosen set of eight algorithms. For DTLZ2 problem, MaOPSO-DP shows the best HV values for 3- and 5-objective instances. ISDE+ shows the best HV values for the remaining instances of DTLZ2 problem. For DTLZ3 problem, MaOPSO-DP shows the best HV values for all instances over other algorithms. For DTLZ4 problem, θ−DEA, MOEA/D-URAW, and NMPSO show the best HV values for 3-objective instance. NMPSO and MPSO/D show the best HV values for the remaining objective instance. As a cumulative performance, MaOPSO-DP shows the best HV value in 27 rows out of 48, which is the highest number among other algorithms.

The outcome of the Wilcoxon test is also presented at the bottom of Table 5. MaOPSO-DP shows significantly better performance in 12 instances, equivalent performance in 3 instances, and significantly worst performance in 1 instance than NSGA-III and θ−DEA for all DTLZ problem instances. Similarly, MaOPSO-DP shows significantly better performance in 11 instances, equivalent performance in 2 instances and significantly worst performance in 1 instance than LEAF and ISDE+. MaOPSO-DP seems to be quite better than MOEA/D-URAW and MaPSO while showing significantly better performance in almost all instances. MaOPSO-DP shows significantly better performance in 11 and 13 instances than NMPSO and MPSO/D, respectively. It can be seen that MaOPSO-DP outperforms the benchmark algorithms on DTLZ problem instances using HV indicator values. The results based on the IGD and HV indicators suggest that the proposed diversity preference approach enhances the performance of many-objective PSO by selecting isolated leaders for the GB archive. The obtained non-dominated solutions after the termination of algorithms are presented in Fig. 3 for 3-objective DTLZ3 problem, which is a concave and multi-modal multi-objective optimization problem. The solutions are drawn with respect to the run of the median IGD.
value of each algorithm. It can be seen that all algorithms converge to the PO front. Except for ISDE+, MaPSO, and NMPSO, all algorithms generate a diverse set of solutions on the PO front. Fig. 4 shows the value path obtained from the non-dominated solutions of algorithms for 10-objective DTLZ3 problem. Again, all algorithms generate the non-dominated solutions in the range of all objectives, except for MaPSO and NMPSO.

4.3. Performance Assessment on WFG Problems

Table 6 presents the best, median, and worst IGD values obtained from the algorithms for various instances of WFG problems. The gray cells represent the best IGD values for each row. WFG1 problem is a mixed and biased problem, and MOEA/D-URAW shows the best IGD values for all instances. MOEA/D-URAW shows one decimal place of improvement in IGD values for 3- and 5-objective instances over MaOPSO-DP. WFG2 is a convex, disconnected, multi-modal, and non-separable problem on which LEAF shows the best IGD values for 3- and 5-objective instances. For 8-objective WFG2 instance, LEAF shows the minimum IGD value, MaOPSO-DP shows the best median IGD value and MOEA/D-URAW shows the improved worst IGD value. MOEA/D-URAW and MaPSO show the best IGD values for 10- and 15-objective instances, respectively. WFG3 problem is a linear, degenerate, and non-separable problem, and NMPSO shows the best IGD values for 3-, 8-, 10- and 15-objective instances. LEAF shows the best IGD values for 5-objective instances. WFG4 problem is a concave and multi-modal problem, and $\theta$-DEA shows the best IGD values for 3- and 5-objective instances. MaOPSO-DP shows the best IGD values for 8-objective instance. LEAF and NMPSO show the best IGD values for 10- and 15-objective instances, respectively. WFG5 problem is a concave and deceptive problem, and MaOPSO-DP shows the best IGD values for 3-, 8- and 10-objective instances. LEAF shows the best IGD values for 5- and 15-objective instances. WFG6 problem is a concave and non-separable problem, and the best IGD values for 3-objective instance are shown by MaOPSO-DP. LEAF shows the best IGD values for 5-, 10- and 15-objective instances. $\theta$-DEA shows the best IGD values for 8-objective instance. WFG7 is a concave and biased problem, and the best IGD values for all instances are shown by MaOPSO-DP. WFG8 is a concave, biased, and non-separable problem, and the best IGD values for 3-, 5-, 8- and 10-objective instances are shown by MaOPSO-DP. NMPSO shows the best IGD values for 15-objective instance. WFG9 is a concave, biased, multi-modal, deceptive, and non-separable problem, and the minimum IGD value for 3-objective instance is shown by MaOPSO. LEAF shows the best IGD values for other objective instances. Overall, MaOPSO-DP shows the best IGD values in 43 rows out of 135, which is the highest number, followed by LEAF in 37 rows. MaOPSO-DP is found the best in solving 8- and 15-objective WFG1, 3-, 8- and 10-objective WFG5, 3- objective WFG6, 3-, 5-, 8- and 10-objective WFG7, 3-, 5-, 8- and 10-objective WFG8, 3- and 5-objective WFG9 instances.

The outcome of the Wilcoxon test can be seen at the bottom of Table 6. MaOPSO-DP shows significantly better performance on many instances of WFG problems set over NSGA-III, ISDE+, and MPSO/D. MaOPSO-DP shows a significantly better performance on 32 and 35 instances over MaPSO and NMPSO, respectively. Similarly, MaOPSO-DP shows a significantly better performance on 25 and 27 instances over $\theta$-DEA and MOEA/D-URAW, respectively. MaOPSO-DP and LEAF seem to have an equivalent performance using the Wilcoxon test because both the algorithms show significantly better performance in 16 instances and equivalent performance in 13 instances.
Table 7 presents the best, median, and worst HV values obtained from the algorithms. The gray cells signify the better HV values with respect to the other algorithms. MOEA/D-URAW seem to be the dominating algorithm that shows better HV values for all objective instances of WFG1 and WFG4 problems, 5-objective WFG2 and WFG3 problems, 8- and 10-objective instances of WFG5 problem, 5-, 8- and 10-objective instances of WFG6 and WFG8 problems, 3-objective instance of WFG7 problem and 3- and 5-objective instance of WFG9 problem. MaPSO shows the best HV values for 8- and 10-objective instances of WFG2 and WFG3 problems, and 5-, 8- and 10-objective instances of WFG7 problem. MaOPSO-DP shows the best HV values for 3-objective WFG2 and WFG6 problems only. MOEA/D-URAW and MaPSO outperform MaOPSO-DP based on the statistical HV values.

The outcome of the Wilcoxon test is presented at the bottom of Table 7. MaOPSO-DP shows significantly better performance in almost all instances of WFG problems over ISDE+ and MPSO/D. MaOPSO-DP shows significantly better performance in 20, 17, 19, and 18 instances over NSGA-III, LEAF, θ–DEA and MaPSO, respectively. MOEA/D-URAW, and NMPSO show significantly better performance in 29 and 22 instances over MaOPSO-DP.

Fig. 5 shows the obtained non-dominated solutions corresponding to the run of the median IGD value of each algorithm for 3-objective WFG7 problem. All algorithms are converged to the PO front, except for ISDE+. Among the converged algorithms, NMPSO and MPSO/D do not show a well-distributed set of solutions on the PO front. Fig. 6 shows value path plots for 10-objective WFG7 problem. Algorithms like MaOPSO-DP, NSGA-III, LEAF, and θ–DEA show a similar distribution of solutions in the range of objectives. MOEA/D-URAW, ISDE+, MaPSO, and NMPSO show dense lines in the same figure. MPSO/D is failed to distribute solutions in the range of objectives.

The performance of MaOPSO-DP is also tested using IGD+ indicator on DTLZ and WFG problems. The results and discussion can be found in the supplementary sheet.

4.4. Average Performance Score

It can be observed from Sections 4.2 and 4.3, none of the algorithms is the clear winner on all instances of DTLZ and WFG problems. Therefore, an average performance score of each algorithm is calculated using IGD values, which is similar to the study presented by [19]. Fig. 7 shows an average performance score of every algorithm for different objective instances of DTLZ and WFG problems. It can be seen that MaOPSO-DP is the best for 3-, 5-, 8- and 10-objective instances, and the second-best for 15-objective instance. Still, MaOPSO-DP needs to improve for a higher number of objectives, that is, 15-objective. Fig. 8 shows an average performance score of every algorithm on each of DTLZ and WFG problems. MaOPSO-DP is found the best in solving DTLZ1-4, WFG5 and WFG7 problems. It is the second best in solving WFG1 and WFG2 problems. However, MaOPSO-DP needs to improve solving WFG3, WFG4, WFG6 and WFG9 problems. Fig. 9 shows an average rank of each algorithm over all instances of DTLZ and WFG problems. It can be seen that MaOPSO-DP is ranked the best among the chosen set of algorithms for solving box-constrained many-objective optimization problems.

5. Conclusions

The diversity preference approach was developed using the reference-lines-based framework, which was coupled with many-objective PSO. The main objective was to select isolated
solutions to maintain diversity among them. In this process, some dominated solutions can also be selected. The proposed approach was used to update leaders of the GB(t) archive and to assign a leader from the same archive to each particle of the swarm. MaOPSO-DP was tested on DTLZ and WFG problem instances, and its outcome was compared with eight many-objective evolutionary and PSO algorithms. On DTLZ problems, MaOPSO-DP outperformed all algorithms using both the indicators. It is because of the diversity preference approach. On WFG problems, MaOPSO-DP was the best among the chosen set of algorithms using the IGD indicator. However, two benchmark algorithms were found better than MaOPSO-DP using the HV indicator. An interesting outcome was observed when comparing the obtained non-dominated solutions of MaOPSO-DP, NSGA-III, LEAF, and θ-DEA that the distribution of solutions on the PO front was very similar to instances of DTLZ3 and WFG7 problems. Nevertheless, MaOPSO-DP needs attention for solving higher-objective problems. The main reason for not so good performance on those problem instances is frequent jumping of particles out of the variable bounds. In future work, MaOPSO-DP can be improved further by adapting an effective velocity update so that frequent jumping of particles can be reduced. Moreover, the strategy to generate structure reference points on the unit hyperplane needs attention so that MaOPSO-DP can solve problems effectively that are having inverted or baldly scaled PO fronts, such as with MaF problems set [10]. MaOPSO-DP can be further extended for constraint many-objective optimization problems and real-world problems.
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Table 4: Best, median and worst IGD values obtained by MaOPSO-DP and other algorithms on DTLZ instances with different number of objectives. Best performances are highlighted in bold face with gray background.

<table>
<thead>
<tr>
<th>M</th>
<th>MaOPSO-DP</th>
<th>NSGA-III</th>
<th>ISDE+</th>
<th>MaPSO</th>
<th>DE-TWO</th>
<th>DE-TRI</th>
<th>DE-QUAD</th>
<th>DE-POLY</th>
<th>DE-POLY2</th>
<th>IGD-Mr</th>
<th>IGD-Mm</th>
<th>IGD-Mw</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3.51E-04+</td>
<td>5.25E-04+</td>
<td>3.65E-04+</td>
<td>1.17E+00</td>
<td>2.01E+00</td>
<td>0.95E-01</td>
<td>5.78E+00</td>
<td>5.97E-01+</td>
<td>2.84E+00</td>
<td>3.11E+00</td>
<td>2.70E+00</td>
<td>1.80E+00</td>
</tr>
<tr>
<td>5</td>
<td>3.13E-03+</td>
<td>4.77E-03+</td>
<td>3.53E-03+</td>
<td>1.17E+00</td>
<td>2.02E+00</td>
<td>0.96E-01</td>
<td>5.82E+00</td>
<td>6.33E-01+</td>
<td>2.87E+00</td>
<td>3.14E+00</td>
<td>2.73E+00</td>
<td>1.83E+00</td>
</tr>
<tr>
<td>7</td>
<td>7.34E-04+</td>
<td>6.97E-04+</td>
<td>5.49E-04+</td>
<td>5.42E-01+</td>
<td>5.36E-01+</td>
<td>8.44E-01+</td>
<td>8.63E+00</td>
<td>6.39E-01+</td>
<td>2.72E+00</td>
<td>3.07E+00</td>
<td>2.69E+00</td>
<td>1.81E+00</td>
</tr>
<tr>
<td>9</td>
<td>2.16E-03+</td>
<td>2.03E-03+</td>
<td>1.92E-03+</td>
<td>7.98E-01+</td>
<td>8.93E-01+</td>
<td>1.49E+00</td>
<td>9.87E+00</td>
<td>6.66E-01+</td>
<td>2.51E+00</td>
<td>2.90E+00</td>
<td>2.50E+00</td>
<td>1.62E+00</td>
</tr>
<tr>
<td>11</td>
<td>3.55E-03+</td>
<td>3.59E-03+</td>
<td>3.41E-03+</td>
<td>1.24E+00</td>
<td>1.34E+00</td>
<td>1.13E+00</td>
<td>1.67E+00</td>
<td>1.01E+00</td>
<td>4.73E+00</td>
<td>5.66E+00</td>
<td>4.19E+00</td>
<td>2.81E+00</td>
</tr>
<tr>
<td>15</td>
<td>1.04E-02+</td>
<td>1.02E-02+</td>
<td>9.81E-03+</td>
<td>3.73E-01+</td>
<td>3.16E-01+</td>
<td>1.34E-02+</td>
<td>8.43E+00</td>
<td>6.75E-02+</td>
<td>2.53E+00</td>
<td>3.06E+00</td>
<td>2.35E+00</td>
<td>1.60E+00</td>
</tr>
<tr>
<td>17</td>
<td>1.11E-02+</td>
<td>1.09E-02+</td>
<td>9.59E-03+</td>
<td>3.32E-01+</td>
<td>2.68E-01+</td>
<td>1.24E-02+</td>
<td>8.10E+00</td>
<td>5.86E-02+</td>
<td>2.13E+00</td>
<td>2.67E+00</td>
<td>2.00E+00</td>
<td>1.36E+00</td>
</tr>
<tr>
<td>19</td>
<td>1.28E-02+</td>
<td>1.27E-02+</td>
<td>1.16E-02+</td>
<td>2.89E-01+</td>
<td>2.30E-01+</td>
<td>1.03E-02+</td>
<td>8.72E+00</td>
<td>6.36E-02+</td>
<td>2.20E+00</td>
<td>2.74E+00</td>
<td>2.07E+00</td>
<td>1.43E+00</td>
</tr>
<tr>
<td>21</td>
<td>1.42E-02+</td>
<td>1.41E-02+</td>
<td>1.30E-02+</td>
<td>2.67E-01+</td>
<td>2.16E-01+</td>
<td>8.32E-03+</td>
<td>9.32E+00</td>
<td>6.92E-02+</td>
<td>2.16E+00</td>
<td>2.62E+00</td>
<td>1.96E+00</td>
<td>1.32E+00</td>
</tr>
<tr>
<td>23</td>
<td>1.54E-02+</td>
<td>1.54E-02+</td>
<td>1.43E-02+</td>
<td>2.45E-01+</td>
<td>1.95E-01+</td>
<td>6.73E-03+</td>
<td>9.95E+00</td>
<td>7.86E-02+</td>
<td>2.11E+00</td>
<td>2.57E+00</td>
<td>1.92E+00</td>
<td>1.28E+00</td>
</tr>
<tr>
<td>25</td>
<td>1.69E-02+</td>
<td>1.68E-02+</td>
<td>1.56E-02+</td>
<td>2.24E-01+</td>
<td>1.77E-01+</td>
<td>5.48E-03+</td>
<td>1.01E+00</td>
<td>8.83E-02+</td>
<td>2.07E+00</td>
<td>2.51E+00</td>
<td>1.87E+00</td>
<td>1.24E+00</td>
</tr>
<tr>
<td>27</td>
<td>1.85E-02+</td>
<td>1.84E-02+</td>
<td>1.72E-02+</td>
<td>2.05E-01+</td>
<td>1.65E-01+</td>
<td>4.86E-03+</td>
<td>9.98E+00</td>
<td>8.69E-02+</td>
<td>2.03E+00</td>
<td>2.46E+00</td>
<td>1.82E+00</td>
<td>1.20E+00</td>
</tr>
<tr>
<td>29</td>
<td>2.04E-02+</td>
<td>2.03E-02+</td>
<td>1.90E-02+</td>
<td>1.88E-01+</td>
<td>1.51E-01+</td>
<td>4.30E-03+</td>
<td>9.95E+00</td>
<td>8.57E-02+</td>
<td>2.00E+00</td>
<td>2.41E+00</td>
<td>1.79E+00</td>
<td>1.17E+00</td>
</tr>
<tr>
<td>31</td>
<td>2.25E-02+</td>
<td>2.24E-02+</td>
<td>2.10E-02+</td>
<td>1.73E-01+</td>
<td>1.39E-01+</td>
<td>3.84E-03+</td>
<td>9.85E+00</td>
<td>8.44E-02+</td>
<td>1.98E+00</td>
<td>2.36E+00</td>
<td>1.75E+00</td>
<td>1.14E+00</td>
</tr>
</tbody>
</table>
Table 5: Best, median and worst HV values obtained by MaOPSO-DP and other algorithms on DTLZ instances with different number of objectives. Best performances are highlighted in bold face with gray background.

|---|-------------|-----------|-----------|---------------------|-----------|-----------|-----------|---------|

M: Number of objectives; DTLZ1, DTLZ2, DTLZ3, DTLZ4: Instances names; +, =, −: Significance levels.

**Bold values** indicate the best performance.
Figure 3: The value path of the obtained non-dominated solutions by the algorithms for 3-objective DTLZ3 problem.
Figure 4: The value path of the obtained non-dominated solutions by the algorithms for 10-objective DTLZ3 problem.
<table>
<thead>
<tr>
<th>WFG1</th>
<th>WFG2</th>
<th>WFG3</th>
<th>WFG4</th>
<th>WFG5</th>
<th>WFG6</th>
<th>WFG7</th>
<th>WFG8</th>
<th>WFG9</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2.36E+01</td>
<td>3.31E+01</td>
<td>3.22E+01</td>
<td>4.19E+01</td>
<td>-</td>
<td>5.23E+01</td>
<td>1.81E+01</td>
<td>1.07E+01</td>
</tr>
<tr>
<td>2.40E-01</td>
<td>3.67E-01</td>
<td>3.62E-01</td>
<td>4.77E-01</td>
<td>5.30E-01</td>
<td>2.44E-01</td>
<td>1.42E+01</td>
<td>5.48E+01</td>
<td>3.23E+01</td>
</tr>
<tr>
<td>2.47E-01</td>
<td>3.78E-01</td>
<td>3.55E-01</td>
<td>3.05E+01</td>
<td>2.58E+01</td>
<td>3.46E-01</td>
<td>6.58E-01</td>
<td>5.67E-01</td>
<td>4.02E+01</td>
</tr>
<tr>
<td>2.45E-01</td>
<td>3.79E-01</td>
<td>3.93E-01</td>
<td>7.92E-01</td>
<td>4.65E-01</td>
<td>1.74E+01</td>
<td>3.67E+01</td>
<td>3.25E+01</td>
<td></td>
</tr>
<tr>
<td>2.43E-01</td>
<td>3.92E-01</td>
<td>3.43E-01</td>
<td>8.19E-02</td>
<td>5.47E-01</td>
<td>3.26E-01</td>
<td>2.08E-01</td>
<td>5.53E-01</td>
<td>3.76E-01</td>
</tr>
<tr>
<td>3.08E-01</td>
<td>1.90E+01</td>
<td>2.32E+01</td>
<td>1.35E-01</td>
<td>5.76E-01</td>
<td>4.61E-01</td>
<td>2.95E-01</td>
<td>5.79E-01</td>
<td>1.94E+01</td>
</tr>
<tr>
<td>3.61E-01</td>
<td>2.00E+01</td>
<td>2.58E+01</td>
<td>2.25E-01</td>
<td>8.14E-01</td>
<td>3.14E-01</td>
<td>2.35E-01</td>
<td>5.76E-01</td>
<td>2.41E+01</td>
</tr>
<tr>
<td>3.22E-01</td>
<td>3.71E-01</td>
<td>2.86E-01</td>
<td>1.49E+01</td>
<td>5.86E-01</td>
<td>4.28E-01</td>
<td>4.96E-01</td>
<td>5.92E-01</td>
<td>2.13E+01</td>
</tr>
<tr>
<td>1.32E+01</td>
<td>1.47E-01</td>
<td>2.27E+01</td>
<td>1.62E-01</td>
<td>5.93E-01</td>
<td>2.27E-01</td>
<td>3.94E+01</td>
<td>5.72E-01</td>
<td>1.91E-01</td>
</tr>
<tr>
<td>3.20E-01</td>
<td>8.37E-01</td>
<td>2.41E+01</td>
<td>1.73E+01</td>
<td>5.96E-01</td>
<td>3.98E-01</td>
<td>4.80E-01</td>
<td>6.12E-01</td>
<td>2.31E+01</td>
</tr>
</tbody>
</table>

Table 6: Best, median and worst IGD values obtained by MaOPSO-DP and other algorithms on WFG instances with different number of objectives. Best performances are highlighted in bold face with gray background.
<table>
<thead>
<tr>
<th>Method</th>
<th>WFG1</th>
<th>WFG2</th>
<th>WFG3</th>
<th>WFG4</th>
<th>WFG5</th>
<th>WFG6</th>
<th>WFG7</th>
<th>WFG8</th>
<th>WFG9</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA-II</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSA</td>
<td>2.786E-02</td>
<td>2.630E-02</td>
<td>4.213E-02</td>
<td>4.078E-02</td>
<td>6.750E+00</td>
<td>2.786E-02</td>
<td>2.630E-02</td>
<td>4.213E-02</td>
<td>4.078E-02</td>
</tr>
<tr>
<td>B</td>
<td>1.845E-02</td>
<td>1.045E+00</td>
<td>1.865E-02</td>
<td>1.045E+00</td>
<td>1.845E-02</td>
<td>1.045E+00</td>
<td>1.865E-02</td>
<td>1.045E+00</td>
<td>1.845E-02</td>
</tr>
<tr>
<td>C</td>
<td>1.865E-02</td>
<td>1.045E+00</td>
<td>1.865E-02</td>
<td>1.045E+00</td>
<td>1.845E-02</td>
<td>1.045E+00</td>
<td>1.865E-02</td>
<td>1.045E+00</td>
<td>1.845E-02</td>
</tr>
</tbody>
</table>

*Notes:* The table shows the performance of different algorithms on various test functions. The values represent error percentages. The algorithms compared are NSGA-II, SSA, MOEA/D-URA, and B. The test functions include WFG1 to WFG9.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Objective 1</th>
<th>Objective 2</th>
<th>Objective 3</th>
<th>Objective 4</th>
<th>Objective 5</th>
<th>Objective 6</th>
<th>Objective 7</th>
</tr>
</thead>
</table>

Best performances are highlighted in bold face with gray background.
<table>
<thead>
<tr>
<th>WFG1</th>
<th>WFG2</th>
<th>WFG3</th>
<th>WFG4</th>
<th>WFG5</th>
<th>WFG6</th>
<th>WFG7</th>
<th>WFG8</th>
<th>WFG9</th>
</tr>
</thead>
</table>
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**MaOPSO-DP**


**ISDE+**


**14/1/10**

20/6/10 | 17/8/11 | 19/7/9 | 17/6/0 | 38/0/0 | 18/2/16 | 4/10/22 | 55/17/0 |
Figure 5: The value path of the obtained non-dominated solutions by the algorithms for 3-objective WFG7 problem.
Figure 6: The value path of the obtained non-dominated solutions by the algorithms for 10-objective WFG7 problem.
Figure 7: Average performance score based on the median IGD values over all objectives for different DTLZ and WFG problem instances. The solid line represents the performance of MaOPSO-DP.
Figure 8: Average performance score based on the median IGD values over all DTLZ (Dx) and WFG (Wx) problem instances. The solid line represents the performance of MaOPSO-DP.

Figure 9: Ranking of algorithms over all DTLZ and WFG test instances. The smaller rank represents better performance.