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Abstract

Facility Location Problems (FLPs) have been the subject of extensive research because of its

diverse range of applications in VLSI, networks, clustering, and other areas. The covering

problem and the dispersion problem are two popular FLPs. Covering problem refers to

selecting a subset of covering objects from a given set of objects such that the union of the

selected objects contains all the elements. On the other hand, the dispersion problem refers

to selecting a subset of a given set of objects such that the closeness between the objects

in the selected set is undesirable. In this thesis, we investigate covering and dispersion

problems in geometric settings.

One of the most studied covering problems is the set cover (SC) problem, where the

objective is to find a minimum number of objects such that the union of all the selected

objects covers all the elements. We introduce a natural generalization of the SC problem,

where each covering object has a bound (capacity) on the number of elements it can cover.

The problem is referred to as the capacitated set cover (CSC) problem. We study the CSC

problem in geometric settings, where a set of unit disks is considered as a set of covering

objects, and the capacity of each unit disk is uniform. The problem is called the (α, P,Q)-

covering problem, and it is defined as follows.

For a set P = {p1, p2, . . . , pn} of n points and a set Q = {q1, q2, . . . , qm} of m points and

a positive integer α, a subset Q′ ⊆ Q is said to be an α-cover of P if (i) the point set P can

be partitioned into ℓ subsets P1, P2, . . . , Pℓ such that |Pi| ≤ α for each i = 1, 2, . . . ℓ, where

ℓ = |Q′| and (ii) each p ∈ Pi is covered by a unit disk centered at q′i ∈ Q′. Given a positive

integer α, a set P of n points and a set Q of m points, the objective of the (α, P,Q)-covering

problem is to find a minimum cardinality α-cover Q′ ⊆ Q of P .

We establish a necessary and sufficient condition through which one can ensure whether
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the given instance is feasible or not. Further, we prove that the (α, P,Q)-covering problem

is NP-complete for α ≥ 3. Finally, we propose a local search algorithm for the (α, P,Q)-

covering problem, and prove that the proposed algorithm is a PTAS.

For the dispersion problem, we introduce the concept of dispersion partial sum, which

generalizes the notion of dispersion. Based on the dispersion partial sum, we define variants

of the dispersion problem, namely the 1-dispersion problem, the 2-dispersion problem, and

the c-dispersion problem. We study the following dispersion problems in Euclidean space:

the 2-dispersion problem in both R1 and R2 and the 1-dispersion problem in R2. The

2-dispersion problem is defined as follows.

Given a set P = {p1, p2, . . . , pn} of n points, the non-negative distances between each pair

of points pi, pj ∈ P , and a positive integer k (3 ≤ k ≤ n), for each point p ∈ P and a subset S

of P , the 2-dispersion cost of the point p ∈ P with respect to S, cost2(p, S), is defined as the

sum of Euclidean distances from p to the closest point in S \{p} and the second closest point

in S\{p}. The 2-dispersion cost of the subset S is defined as cost2(S) = minp∈S{cost2(p, S)}.

The objective of the 2-dispersion problem is to find a subset S ⊆ P of cardinality k such

that cost2(S) is maximized.

In this thesis, we present a (2
√

3 + ϵ)-factor approximation result for the 2-dispersion

problem in R2. We also develop a common framework for the dispersion problem in Eu-

clidean space, which produces a 2
√

3-factor approximation result and an optimal result for

the 2-dispersion problem in R2 and R1, respectively.

Next, we study the 1-dispersion problem, which is defined as follows.

Given a set P = {p1, p2, . . . , pn} of n points, the non-negative distances between each

pair of points pi, pj ∈ P , and a positive integer k (2 ≤ k ≤ n), for each point p ∈ P and

a subset S of P , the 1-dispersion cost of the point p ∈ P with respect to S, cost1(p, S),

is defined as a distance of p to the closest point in S \ {p}. The 1-dispersion cost of the



subset S ⊆ P is defined as cost1(S) = minp∈S{cost1(p, S)}. The objective of the 1-dispersion

problem is to find a subset S ⊆ P of cardinality k such that cost1(S) is maximized.

In this thesis, we propose a 2-factor approximation result for the 1-dispersion problem

in R2.

Next, we study the dispersion problem in a metric space. We introduce a variant of the

dispersion problem, namely the c-dispersion problem. The problem is defined formally as

follows.

Given a set P = {p1, p2, . . . , pn} of n points, the non-negative distance d(pi, pj) between

each pair of points pi, pj ∈ P , and a positive integer k (c+ 1 ≤ k ≤ n), for each point p ∈ P

and a subset S of P , the c-dispersion cost of the point p ∈ P with respect to S, costc(p, S),

is defined as the sum of distances from p to the c closest points in S \ {p}. The c-dispersion

cost of the subset S of P is defined as costc(S) = minp∈S{costc(p, S)}. The objective of the

c-dispersion problem is to find a k size subset S of P such that costc(S) is maximized.

In this thesis, we propose a greedy algorithm for the c-dispersion problem, which pro-

duces a 2c-factor approximation result. We also prove that the c-dispersion problem in a

metric space parameterized by solution size is W[1]-hard.

Finally, we consider a variant of the 1-dispersion problem, where a set of locations is the

vertices of a convex polygon. This variant of the 1-dispersion problem is referred to as the

convex 1-dispersion problem, and it is defined as follows.

Given a set P = {p1, p2, . . . , pn} of n vertices of a convex polygon, the Euclidean distance

d(p, q) between each pair of vertices p, q ∈ P , the objective of the convex 1-dispersion problem

is to find a subset S of P of size k such that the cost of a subset S, cost(S) = min{d(p, q) |

p, q ∈ S}, is maximized.

In this thesis, we propose an O(n3)-time algorithm that returns an optimal result where

the objective is to select k(= 4) vertices for the convex 1-dispersion problem. We also



propose a
√

3 (≈ 1.733)-factor approximation algorithm for the convex 1-dispersion problem

for any value of k.
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1
Introduction

Facility location problems (FLPs) have been at the core of optimization problems in the

twentieth century and have thus been extensively studied [33,34,39,40]. In FLP, the funda-

mental challenge is to determine where to locate the facilities to achieve specific objectives.

In general, facilities are warehouses, franchises, hospitals, oil tanks, etc. [62, 74]. However,

the objectives are mainly a function of the cost of installing the facilities or a function of the

distances between the installed facilities [33, 34]. Due to the wide range of applications in

the real world, FLPs continue to be a topic of extensive and ongoing research interest. Some

1



Introduction

of the popular FLP applications include VLSI design, image processing, and clustering. In

this thesis, we study two popular FLPs in geometric settings: the covering problem, and

the dispersion problem. The covering problem refers to selecting a subfamily of sets from a

given family of sets such that the union of the selected sets contains all the elements of the

specified ground set. On the other hand, the dispersion problem refers to finding a subset of

a given set of elements such that proximity (closeness) between the elements in the selected

set is undesirable. Note that the objective of the covering problem is a function of the cost

of the installation of the facilities. In contrast, the objective of the dispersion problem is

a function of the distance between the installed facilities. In the literature, the dispersion

problem is closely related to another popular FLP, namely the Anti-Covering problem1.

When it comes to applications of covering and dispersion problems, the possibilities

are enormous. However, only a few of them are included here. The covering problem

has many applications in various domains, including wireless networks [1, 16, 53], VLSI

[56], image processing [19], computational biology [57], and computational learning theory

[59, 60]. Similarly, the dispersion problem has many applications, including the placement

of hazardous structures, the opening of franchise stores [37], geographic analysis [63], and

information retrieval [11,50]. See more applications of the dispersion problem in [18,64,70,

75].

In the covering problem, a set system (U,S ) is given, where U is the set consisting of

elements and S is a family of subsets of U. The objective is to find a subfamily F ⊆ S

such that its union contains each element in U. The subfamily F is referred to as covering

set of U. One can model the covering problem in a number of different ways, depending

on the kind of application being considered. To better understand the modeling, we refer

1In the Anti-Covering problem, the objective is to select the largest possible subset of elements from a
given set of elements such that each element in the selected subset is at least a distance r units away from
other elements in the selected subset [66]. This problem is also known as the r-separation problem [38].

2



to an element in U as a “client” and a set in S as a “service provider”. Now, if a client

c ∈ U belongs to a service provider S ∈ S , we say that S can provide a service to the

client c. Similarly, S ∈ S contains a set of clients for which it can potentially provide a

service. Based on the concept of clients and service providers, we consider a few scenarios

that can be modeled using the covering problem. For example, we might need to find the

minimum number of service providers to serve all clients. This problem is referred to as the

set cover (SC) problem. In the SC problem, the objective is to find the minimum cardinality

covering set F ⊆ S . Now consider another application as follows: for each client, there are

exactly two service providers that can potentially serve it, and we need to find the minimum

number of service providers to serve all clients. This problem is called the vertex cover (VC)

problem. Furthermore, in some applications, we might have a capacity constraint for each

service provider, i.e., a bound on the number of clients it can serve, and considering the

capacity constraint, we wish to find the minimum number of service providers to serve all

clients. This problem is referred to as the capacitated set cover (CSC) problem, and it is

also a natural variant of the SC problem. In the CSC problem, in addition to a set system

(U,S ), a capacity Ci is given for each set Si ∈ S . Here, Ci is a bound on the number of

elements that Si can cover (also referred to as the capacity of the set Si). Note that the

SC problem is a special case of the CSC problem, where the capacity of each set Si ∈ S is

unbounded. Based on the number of copies of each set Si ∈ S , there are two versions of the

CSC problem, namely (i) soft, and (ii) hard capacitated versions. Each set Si ∈ S has an

unbounded number of copies available in the soft capacitated version. In contrast, each set

Si ∈ S has a bound on the number of copies available in the hard capacitated version. Now

consider an application in which the services provided by a service provider are restricted to a

certain geographical region. This means that a service provider can only provide its services

to clients located within the boundaries of its geographical region. It is quite intuitive to use
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a geometric object to represent the geographical boundary of the service provider, while a

point can be used to represent clients. A client (point) within the geographical boundary of

the service provider (geometric object) means that the service provider can serve the client.

Taking into account the above, the SC problem can be defined in geometric settings. In the

geometric set cover (GSC) problem, a range space, analogous to a set system, is defined as

S = (X,R), where X is a set of points (finite or infinite) and R is a (finite or infinite) family

of subsets of X called ranges. Ranges are defined by the intersection of X and geometric

objects such as unit disks, unit squares, axis-parallel rectangles, and, in general, convex

pseudo-disks. The objective is to find a minimum cardinality R′ ⊆ R of the ranges such

that all points in X are covered, i.e., for all p ∈ X, there exists r ∈ R′ such that p ∩ r ̸= ϕ.

The GSC problem is a special case of the general SC problem. Although the general SC

problem is NP-hard to approximate within a factor of (1− ϵ) log n [31], some GSC problems

admit a PTAS due to the geometric properties of the object. Now, if there is a bound on the

number of points that a geometric object in R can cover, i.e., the capacity of each Ri ∈ R,

then the GSC problem is known as the geometric capacitated set cover (GCSC) problem.

In the GCSC problem, if a set of unit disks are considered as a set of geometric objects

(see Figure 1.1 ) and the capacity of each unit disk is uniform, then the GCSC problem is

referred to as the (α, P,Q)-covering problem, and it is defined as follows.
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Figure 1.1: Unit disks as a set of geometric objects

(α, P,Q)-Covering Problem: For a set P = {p1, p2, . . . , pn} of n points and a set

Q = {q1, q2, . . . , qm} of m points and a positive integer α, a subset Q′ ⊆ Q is said to

be an α-cover of P if (i) the point set P can be partitioned into ℓ subsets P1, P2, . . . , Pℓ

such that |Pi| ≤ α for each i = 1, 2, . . . ℓ, where ℓ = |Q′| and (ii) each p ∈ Pi is covered

by a unit disk centered at q′i ∈ Q′. Given a positive integer α, a set P of n points

and a set Q of m points, the objective of the (α, P,Q)-covering problem is to find a

minimum cardinality α-cover Q′ ⊆ Q of P .

In Figure 1.2(c), if the capacity (α) of each disk is 3, then the set Q′ = {q1, q3} is the

optimal solution, as the unit disks centered on q1 and q3 cover all the points. Similarly,

in Figure 1.2(d), if the capacity (α) of each disk is 2, then the set Q′ = {q1, q2, q3} is the

5
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optimal solution, as the unit disks centered on q1, q2 and q3 cover all the points.

q1

q3

q2

q1

q3

q2 q1

q3

q2

(a)

(d)(c)
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p2
p3

p4
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q1

q3

q2

(b)
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p2
p3

p4
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Figure 1.2: (a) An instance of the (α, P,Q)-covering problem, (b) Unit disk centered on the points
of Q, (c) Optimal solution when α = 3, and (d) Optimal solution when α = 2

Motivations. Our interest in the (α, P,Q)-covering problem arises from the coverage prob-

lem in software-defined networking (SDN). In SDN, the control plane ( which controls traffic

routing ) is decoupled from the data plane ( packet forwarding ). The switches are respon-

sible for the data plane and controllers for the control plane. The SDN controller collects

information from the switches that fall into the controller’s coverage area. Depending on
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the price of the installation of a controller, there can be a limitation on the number of

switches that a controller can communicate irrespective of the number of switches falling in

the controller’s range. In the literature, this problem is addressed as a capacitated controller

problem in SDN [83]. The constraint on the number of switches controlled by a controller

inspired us to study the (α, P,Q)-covering problem.

Next, we consider the dispersion problem. In a typical dispersion problem, a set P =

{p1, p2, . . . , pn} of n locations, a positive integer k and a distance function d(., .) are given.

Here, P is a set of desired locations where facilities can be placed. The goal is to select a k

size subset S of P and place the facilities in each location in S so that proximity (closeness)

between the facilities in S is undesirable. More specifically, in the dispersion problem, the

goal is to minimize interference between the facilities located in S. In the literature, there

are multiple variants of the dispersion problem; of which the two popular variants of the

dispersion problem are as follows: (i) Max-Min-Min, and (ii) Max-Min-Sum.

In the Max-Min-Min dispersion problem, k facilities are to be placed in order to maximize

the minimum distance that separates two facilities. We refer to the Max-Min-Min problem

as the 1-dispersion problem, and it is defined formally as follows.

1-Dispersion Problem: Given a set P = {p1, p2, . . . , pn} of n points, the non-

negative distances between each pair of points pi, pj ∈ P , and a positive integer k

(2 ≤ k ≤ n), for each point p ∈ P and a subset S of P , the 1-dispersion cost of

the point p ∈ P with respect to S, cost1(p, S), is defined as a distance of p to the

closest point in S \ {p}. The 1-dispersion cost of the subset S ⊆ P is defined as

cost1(S) = minp∈S{cost1(p, S)}. The objective of the 1-dispersion problem is to find

a subset S ⊆ P of cardinality k such that cost1(S) is maximized.
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Motivations. When we investigate the 1-dispersion problem in the logistics context in

the real world, we find a huge variety of applications. These applications include the es-

tablishment of franchise stores, the installation of missile launch pads, the establishment of

hazardous structures such as nuclear power plants and oil tanks, and many more. Now, we

will discuss some of the applications of the 1-dispersion problem. Consider a scenario where

there exist n desired locations/sites available to open fast food franchise stores in an area;

the objective is to select exactly k (≤ n) locations from n desired locations so that stores

located in these selected k locations are mutually far from each other. Basically, it is not de-

sirable to have two stores that share the same clientele. Another instance where the problem

of dispersion arises is during the installation of missile launch pads. When multiple launch

pads are grouped together in the same area, it is possible for a single adversary to eliminate

all of them at once. Therefore, these launch pads must be distributed to the greatest extent

possible to ensure that an accident on one of the launch pads has no implications for others.

In addition to logistic settings, the 1-dispersion problem has various applications, provided

that we can define the right measure of closeness. One of such possible applications in which

the 1-dispersion problem could be used is in the introduction of new products to the market;

however, this would require us to define the appropriate closeness between the products.

Suppose that a company wants to introduce k new diverse products from a total of n possi-

ble new products and wants to do so in such a way that the products launched are diverse in

nature (with regard to quality, price, shape, etc..) Therefore, if an appropriate measure of

the closeness between products is defined, then the 1-dispersion problem can be used to find

k new diverse products from a total of n possible new products. The 1-dispersion problem

also has application in information retrieval, where we need to locate a small subset of data

with some desirable variety from an extended data collection such that a small subset may

be used as a fair sample to provide an overview of the large data set [11, 50].
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Next, to define the Max-Min-Sum problem, a metric dispersion sum is introduced. To

define the dispersion sum, assume that k locations are selected (to place facilities) from n

desired locations (see Figure 1.3(a)). Then, for a facility, the dispersion sum depends on the

other k− 1 located facilities. The dispersion sum of a facility is the sum of the distances to

other k− 1 facilities. See Figure 1.3(b) for an illustration of the definition of the dispersion

sum. In Figure 1.3(b), the dispersion sum of the facility at p1 is
∑k

i=2 d(p1, pi).

p2
p3

p
k−1

p1

pk

p2
p3

p
k−1

p1

pk

(a) (b)

Figure 1.3: Dispersion sum of facility placed at location p1

In the Max-Min-Sum problem, k facilities are to be placed in order to maximize the

smallest of the dispersion sum. Note that the 1-dispersion problem is a special case of

the Max-Min-Sum problem, where for a facility, the dispersion sum is the distance to the

closest placed facility, rather than adding the distances to all other k−1 placed facilities. In

both Max-Min-Min and Max-Min-Sum problems, for a located facility, we take into account

(i) the facility located closest to it and (ii) all other k − 1 located facilities, respectively.

Consequently, one can explore only two extremes of a dispersion spectrum. Therefore, it is

reasonable to examine an intermediate metric that considers the effect of some facilities, but
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not all. Hence, the concept of dispersion partial sum, a more general metric, is introduced.

Now, to define the dispersion partial sum, assume that k locations are selected (to place

facilities) from n desired locations. Then, for a facility, the dispersion partial sum is the sum

of the distance of the pre-specified number of the closest facilities. Hence, the concept of a

dispersion partial sum generalizes the Max-Min-Sum dispersion problem. For each facility,

if the dispersion partial sum is the sum of the distance of the c (≤ k) closest placed facilities,

then the Max-Min-Sum problem is referred to as the c-dispersion problem. The c-dispersion

problem is defined formally as follows.

c-Dispersion Problem: Given a set P = {p1, p2, . . . , pn} of n points, the non-

negative distance d(pi, pj) between each pair of points pi, pj ∈ P , and a positive integer

k (c + 1 ≤ k ≤ n), for each point p ∈ P and a subset S of P , the c-dispersion cost of

the point p with respect to S, costc(p, S), is defined as the sum of distances from p to

the c closest points in S \{p}. The c-dispersion cost of the subset S of P is defined as

costc(S) = minp∈S{costc(p, S)}. The objective of the c-dispersion problem is to find a

subset S ⊆ P of size k such that costc(S) is maximized.

Motivations. Consider a scenario in which a franchiser wants to open six stores in a city

(out of n desired locations) so that the stores are far from each other. Now, if the stores

are opened at these six locations: p1, p2, p3, p4, p5, p6, then the dispersion sum metric for the

store located at p1 gives the false impression that all the stores at p2, p3, p4, p5 and p6 are

scattered from the store located at p1 (see Figure 1.4 (a)). This is because the stores located

at p2, p4 and p6 are far from the location p1. On the other hand, the stores located at p3

and p5 are relatively close to the store located at p1 (see Figure 1.4(b)). For the scenario

considered in Figure 1.4, to get a better idea of the dispersion, it would be wise to look at
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the two closest stores. Thus, to precisely measure the dispersion, it would make more sense

to consider a fixed number of the closest open stores using the dispersion partial sum as a

metric. See Figure 1.4(b), where the two closest stores of p1, i.e., p3 and p5, are considered.

p3
p2

p5

p4

p1 p1

p2

p5

p4

p3

(a) (b)

p6 p6

Figure 1.4: (a) dispersion sum metric, and (b) dispersion partial sum metric

Based on the scenario discussed in the example in Figure 1.4, where it was shown that for

a facility, the two closest facilities are relevant to effectively comprehend the dispersion, we

introduce another variant of the Max-Min-Sum dispersion problem, called the 2-dispersion

problem. The 2-dispersion problem is defined as follows.
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2-Dispersion Problem: Given a set P = {p1, p2, . . . , pn} of n points, the non-

negative distances between each pair of points pi, pj ∈ P , and a positive integer k

(3 ≤ k ≤ n), for each point p ∈ P and a subset S of P , the 2-dispersion cost of the

point p ∈ P with respect to S, cost2(p, S), is defined as the sum of Euclidean distances

from p to the closest point in S \ {p} and the second closest point in S \ {p}. The

2-dispersion cost of the subset S of P is defined as cost2(S) = minp∈S{cost2(p, S)}.

The objective of the 2-dispersion problem is to find a subset S ⊆ P of cardinality k

such that cost2(S) is maximized.

To this point, in all the dispersion problems that have been considered, a given set of

locations is regarded as an arbitrary set of points on the plane. However, a set of locations

can be restricted to certain geometric objects, such as lines, circles, convex polygons, etc..

Now consider a variant of the 1-dispersion problem, where a set of locations is the vertices

of a convex polygon. This variant of the 1-dispersion problem is referred to as the convex

1-dispersion problem, and it is defined as follows.

Convex 1-Dispersion Problem: Given a set P = {p1, p2, . . . , pn} of n vertices of a

convex polygon, the Euclidean distance d(p, q) between each pair of vertices p, q ∈ P ,

the objective of the convex 1-dispersion problem is to find a subset S ⊆ P of vertices of

size k such that the cost of a subset S, cost(S) = min{d(p, q) | p, q ∈ S}, is maximized.

Motivations. The inspiration for studying the problem came when we tried to open chain

stores for a large amusement park. Consider the following scenario: we have a park whose

geographical boundary forms a convex polygon C (see Figure 1.5), and the preferred loca-

tions for opening food chain stores are located only on the vertices of C. Let the number of
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preferred locations be n. The objective is to open k food chain stores out of all preferred n

locations so that the stores are mutually far from each other. Basically, we need to eliminate

or avoid self-competition among stores.

Figure 1.5: Convex Polygon

1.1 Preliminaries

The complexity class P comprises problems for which a deterministic polynomial-time al-

gorithm exists. In computational complexity theory, the notion of polynomial-time leads to

several complexity classes. One of the most important classes defined using polynomial-time

is NP (nondeterministic polynomial time). NP is the complexity class of decision problems1

that can be solved on a non-deterministic Turing machine in polynomial time. The two

main types of problem widely studied with respect to class NP are:

NP-hard problem: A problem H is NP-hard when every problem L in NP can be

reduced in polynomial-time to an instance of H; that is, that is, assuming a solution for the

reduced instance of H one can produce the solution of the problem L in polynomial time.

1A decision problem is a computational problem that can be posed as a yes–no question of the input
values.
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NP-complete problem: A problem is NP-complete when it is both NP-hard and in

NP.

The overwhelming majority of interesting optimization problems are NP-hard. There-

fore, we consider designing approximation algorithms for these problems.

Approximation algorithm: An approximation algorithm A for a given problem P

finds a solution close to the optimal solution, with provable guarantees on how far the

returned solution is to the optimal one. Note that the algorithm A runs in polynomial-time

for all instances of the problem. An algorithm A is a ρ factor approximation for the problem

P if, for all instances of the problem P , an algorithm A produces a feasible solution whose

value is within ρ-factor of the optimal solution value.

Polynomial-Time Approximation Scheme (PTAS): An algorithm A is said to be

polynomial-time approximation scheme (PTAS) for a minimization (resp. maximization)

problem P if, for any instances of P and given any rational value ϵ > 0, A is a (1 + ϵ)

(resp. 1 − ϵ)-factor approximation algorithm for the problem P . Note that the running

time of A must be polynomial in the input size of the problem, but not necessarily in 1/ϵ.

An algorithm A is said to be fully polynomial-time approximation scheme (FPTAS) if the

running time of A is required to be polynomial both in the input size of the problem and

in 1/ϵ.

We define common notion in Parameterized Complexity here.

Parameterized Problem: A parameterized problem is a language L ⊆ Σ∗×N, where

Σ is a fixed and finite alphabet. Any (I, k) ∈ Σ∗ ×N is called instance of L. (I, k) is called

a Yes instance of L if (I, k) ∈ L, otherwise called a No instance. For an instance (I, k), k is

called the parameter.
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Next, we define fixed-parameter tractability.

Fixed-Parameter Tractability: Let L ⊆ Σ∗×N be a parameterized problem. We say

that L is a fixed-parameter tractable (FPT) if there exists a computable function f : N→ N,

a constant c and an algorithm A that takes as input an instance (I, k) of L, runs in time

f(k).|I|c and correctly decides if (I, k) ∈ L.

Parameterized Reduction: Let A,B ⊆ Σ∗ × N be two parameterized problems. A

parameterized reduction from A to B is an algorithm that, given an instance (x, k) of A,

outputs an instance (x′, k′) of B such that:

• (x, k) is an Yes instance of A if and only if (x′, k′) is an Yes instance of B

• k′ ≤ g(k) for some (non-decreasing) computable function g, and

• the running time is f(k)|x|O(1) for some (non-decreasing) computable function f .

If there is a parameterized reduction from A to B, and B is FPT, then A is also FPT

(Theorem 13.2 [28]).

W-hardness: Downey and Fellows [32] introduced the notion of W -hierarchy to classify

the hardness of parameterized problems. It is sufficient for our thesis goals to state that we

have the following hierarchy: FPT ⊆ W [1] ⊆ W [2] ⊆ · · ·. Similar to the NP-hardness, if

there is a parameterized reduction from a W [t]-hard problem A to a parameterized problem

B, then B is W [t]-hard. Under the assumption that FPT ̸= W [1], we can conclude that a

W [1]-hard problem is not FPT.

1.2 Scope of the Thesis

In this thesis, we consider the facility location problem, more specifically the covering and

dispersion problems. We study both problems because of their wide applications in the

15



Introduction

real world. See [1, 16, 19, 53, 56, 57] and [18, 64, 70, 75] for some applications of the covering

problem and the dispersion problem, respectively. Most of the problems that we consider in

this thesis are NP -hard, and the status of the hardness of other problems is unknown. We

study a variant of the covering problem, namely the (α, P,Q)-covering problem. We study

variants of the dispersion problem in Euclidean space, namely the 2-dispersion problem

in R1 and R2, and the 1-dispersion problem in R2. Furthermore, we study the dispersion

problem in a metric space. In a metric space, we introduce a variant of the dispersion

problem, namely, the c-dispersion problem. We further study the dispersion problem for

the restricted input, where given set of points are in convex position. We refer to it as the

convex 1-dispersion problem. For the (α, P,Q)-covering problem, we establish a necessary

and sufficient condition that ensures the feasibility of the given instance, prove that the

(α, P,Q)-covering problem is NP-complete for α ≥ 3, and also propose an algorithm that

admits a PTAS. For the 2-dispersion problem in R2, we propose a simple polynomial-

time algorithm that produces the (2
√

3 + ϵ)-factor approximation result, for any ϵ > 0.

We improve the approximation factor to 2
√

3 in R2. We also present a polynomial-time

algorithm for the 2-dispersion problem in R1 that returns an optimal solution. We further

propose a 2-factor approximation algorithm for the 1-dispersion problem in R2. Next, for

the c-dispersion problem in a metric space, we present a polynomial-time algorithm which

yields a 2c-factor approximation result. We also show that the c-dispersion problem in a

metric space parameterized by the solution size k is W [1]-hard. Finally, we study the convex

1-dispersion problem. We propose an O(n3)-time algorithm that returns an optimal result

where the objective is to select k(= 4) vertices. We also propose a
√

3 (≈ 1.733)-factor

approximation algorithm for the convex 1-dispersion problem.
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1.3 Organization of the Thesis

The rest of this thesis is organized as follows:

Chapter 2: Literature Review. In this chapter, we discuss existing work on covering

and dispersion problems.

Chapter 3: Capacitated Discrete Unit Disk Cover Problem. In this chapter, we

start with a description of the (α, P,Q)-covering problem. We establish a necessary and

sufficient condition through which one can ensure whether the given instance is feasible or

not. Furthermore, we prove that the problem is NP-complete for α ≥ 3 and propose a local

search algorithm that admits a PTAS for the (α, P,Q)-covering problem.

Chapter 4: Euclidean Dispersion Problem. In this chapter, we present a (2
√

3 + ϵ)-

factor approximation result for the 2-dispersion problem in R2. We also develop a common

framework for the dispersion problem in Euclidean space, which returns a 2
√

3-factor ap-

proximation result and an optimal result for the 2-dispersion problem in R2 and R1, respec-

tively. Using the common framework, we propose a 2-factor approximation result for the

1-dispersion problem in R2.

Chapter 5: Dispersion Problem in a Metric Space. In this chapter, we study the

c-dispersion problem in a metric space and propose a greedy algorithm that produces a

2c-factor approximation result. We also prove that the c-dispersion problem in a metric

space parameterized by the solution size is W[1]-hard.

Chapter 6: Convex 1-Dispersion Problem. In this chapter, we study the convex 1-

dispersion problem. We study a variant in which the objective is to select the k(= 4) vertices

of a convex polygon. We propose an iterative algorithm that produces an optimal solution

in O(n3) time. In addition, we also propose a
√

3-factor approximation result for the convex

1-dispersion problem for any value of k.
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Chapter 7: Conclusion and Future Work. In this chapter, we discuss concluding

remarks of the thesis and some open problems which can be considered for future research.

;;=8=<<
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2
Literature Review

In this chapter, we discuss the state-of-the-art results for the covering and dispersion prob-

lems. We discuss the existing results for both problems in both general and geometric

settings. The chapter is divided into two sections. In Section 2.1, we discuss the state-of-

the-art results for the covering problem. In Section 2.2, we study the existing results for the

dispersion problem.
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2.1 Covering Problem

The set cover (SC) problem is one of the most popular covering problems. In 1974, Johnson

[58] proposed a greedy algorithm for the SC problem that produces an O(log n)-factor

approximation result. Moreover, unless P=NP, the approximation factor for the SC problem

cannot be improved [9, 31, 42]. The vertex cover (VC ) problem is another interesting

variant of the covering problem which has been extensively studied. Unless P=NP, Safra

and Dinur [30] showed that the VC problem cannot be approximated within a factor of 1.36.

In 1982, Wolsey [81] proposed a greedy algorithm for the hard capacitated version of the

SC problem and achieved a O(log n)-factor approximation result. In 2003, Guha et al. [52]

introduced the soft capacitated VC problem. An application in the field of glycology has

motivated Guha et al. to study the soft capacitated VC problem. The problem was based

on research done by Glycodata, a biotechnology company. They formulated the problem

in ILP and used a simple LP rounding scheme on the relaxed LP and proposed a 4-factor

approximation result. They improved the factor to 2 using a primal dual approach. Gandhi

et al. [47] proposed a 2-factor approximation algorithm for the soft capacitated VC prob-

lem using dependent rounding. Chuzhoy and Naor [25] were the first to address the hard

capacitated VC problem. They discussed both weighted and unweighted versions of the

hard capacitated VC problem. They showed that for the weighted hard capacitated VC

problem, it is NP-hard to approximate within a factor of (1− ϵ) log n. They also presented

an algorithm with an approximation factor 3 for the unweighted version. In 2006, Gandhi

et al. [46] studied the hard capacitated VC problem and proposed a 2-factor approximation

result. Although the weighted version of the hard capacitated VC problem is NP-hard to

approximate within a factor of (1− ϵ) log n, Gandhi et al. [47] proposed a 2-factor approx-

imation algorithm by allowing each vertex to be used at most twice the given bound. In
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2012, Saha and Khuller [72] were the first to define the hard capacitated VC problem for hy-

pergraphs and multigraphs. They obtained a 38-factor approximation result for multigraphs

and a max{6f, 65}-approximation result for hypergraphs, where each hyperedge is of size at

most f . They proposed a method based on LP rounding for both problems. In 2014, Che-

ung et al. [24] gave a 2.155-factor approximation algorithm for multigraphs and a 2f -factor

approximation algorithm for hypergraphs for the hard capacitated VC problem. Inspired

by the above result, in 2017, Wong [82] proposed a 2-factor approximation algorithm and

a f -factor approximation algorithm for multigraphs and hypergraphs, respectively. The al-

gorithms for both problems are based on iterative rounding to natural LP relaxation. It is

known for the VC problem for hypergraphs, the best-known approximation ratio is also f ,

as it cannot be improved even further according to the unique game conjecture.

Now, we discuss the state-of-the-art results for the SC problem in geometric settings.

Recent research has emphasized the geometric set cover (GSC) problem, which refers to the

situation in which there are no limitations on the number of elements a geometric object

can cover. One of the most studied GSC problems is the Discrete Unit Disk Cover (DUDC)

problem, where a set of n points and a set of m unit disks are given as input. It is a well-

studied problem and has wide application in wireless networks [29]. Note that the (α, P,Q)-

covering problem is the same as the DUDC problem, for α = |P |. The DUDC problem is

NP-complete [48]. The first constant factor approximation algorithm for the DUDC problem

was proposed by Brönnimann and Goodrich [14]. They made an interesting relation between

the DUDC problem and the ϵ-net 1. Brönnimann and Goodrich used the theorem proposed

by Haussler and Welz, which states that for range spaces with VC dimension d, there exists

an ϵ-net of size O(d
ϵ
log d

ϵ
) [55]. The constant factor approximation algorithm proposed

1For a given range space S = (X,R), an ϵ-net is a subset P ⊆ X such that P ∩ R ̸= ϕ for all R ∈ R
with |R| ≥ ϵn.
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by Brönnimann and Goodrich depends on the large constant value in the size of ϵ-net.

Subsequently, many constant-factor approximation results have been published using various

techniques. In 2004, Călinescu et al. [15] proposed a 108-factor approximation algorithm

that runs in polynomial-time. They obtained a 108-factor approximation algorithm for the

DUDC problem by decomposing the instance. They derived an algorithm to find the unit

disks required to cover points in an equilateral triangle with unit length sides. Furthermore,

they gave a 6-factor approximation algorithm to find the unit disks required to cover each

equilateral triangle. Also, they showed that a unit disk covers points with no more than 18

triangles, giving a total approximation factor of 108. In 2006, Ambühl et al. [5] improved

the approximation factor to 72 in O(m2) time. They obtained a 2-factor approximation

algorithm to cover points in squares of size 1√
2
× 1√

2
. In total, it is required to compute it

for 36 such squares, which leads to 72-factor approximation algorithm. In 2007, Carmi et

al. [17] further improved the approximation factor from 72 to 38 with an increase in the

running time from O(m2) to O(m6). This algorithm decomposes planes into squares of size

1√
2
× 1√

2
. They used a different variety of procedures to cover points in the square using

disks. In 2010, Claude et al. [27] improved the approximation factor result and proposed

a 22-factor approximation algorithm with the running time of O(m2n4). This was possible

because of the improved algorithm for Line-Separable DUDC 1. Using the idea of Ambühl et

al. [5] and Claude et al. [27], Das et al. [29] obtained an 18-factor approximation algorithm.

The running time of the algorithm is O(n log n + m logm + mn), which is a significant

improvement compared with other previously proposed algorithms. A year later, in 2012,

Fraser et al. [44] proposed a 15-factor approximation algorithm for the DUDC problem.

They used the decomposition of Das et al. [29] to obtain the 15-factor approximation result.

1In the Line-separable DUDC problem, the plane is divided by a line ℓ into two halves ℓ+ and ℓ−, and
all the points in a given set P are in the plane ℓ− and the center of unit disks are in ℓ+ ∪ ℓ− such that each
point in P are covered by at least one disk centered in ℓ+ [29].
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In 2013, Manjanna et al. [7] proposed a (9 + ϵ)-factor approximation algorithm, which runs

in O(max(m6n,m2(1+6/ϵ)+1)) time. In 2009, Mustafa and Ray [68] obtained a PTAS using a

local search algorithm 1. The time complexity of the local search algorithm is O(mnO(ϵ−2)).

Compared with other previously proposed constant factor algorithms, the time complexity

of this local search algorithm is extremely high. The algorithm can be easily implemented

due to its simplicity. This is one of the advantages of using a local search algorithm. This

algorithm is also applicable to disks of any arbitrary radius. It also gives a PTAS for

arbitrary radius disks. The GSC problem in which geometric objects other than disks have

also been studied extensively; see [6, 20,26,51,67,78].

2.2 Dispersion Problem

In 1977, Shier [73] introduced the 1-dispersion problem on a tree network and established a

relation between the 1-dispersion problem and the k-center problem. Shier showed that the

1-dispersion problem and the (k − 1)-center problem are dual problems and established an

equivalence between both problems. In 1981, Chandrasekaran and Daughety [22] studied

the 1-dispersion problem on a tree network and proposed a polynomial-time algorithm. In

1982, Chandrasekaran and Tamir [23] also studied the 1-dispersion problem and the k-center

problem on a tree network. They showed that if the set of locations is a finite subset of

the continuum set of points on the edges, then there exists an equivalence between the 1-

dispersion problem and the (k − 1)-center problem on a tree network. So, using a k-center

algorithm on a tree (proposed in [45]), a linear-time algorithm can be devised for the 1-

dispersion problem on a tree. In 1990, Erkut [36] proved that the 1-dispersion problem is

NP-hard by showing a reduction from the clique problem. In 1991, White [80] studied the

1The local search algorithm is an iterative algorithm that starts with a feasible solution and improves
the solution after each iteration until a locally optimal solution is reached.
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1-dispersion problem and proposed a 3-factor approximation algorithm. In 1991, Tamir [76]

studied the 1-dispersion problem on a general graph, where a continuum set of points on the

edges are considered as locations, and showed that if a continuum set of locations on a graph

is given, then the 1-dispersion problem cannot be approximated within a factor of 3
2

unless

P = NP . Tamir [76] also proposed a heuristic that yields a 2-factor approximation result for

the 1-dispersion problem on a graph. Later in 1994, Ravi et al. [70] studied the 1-dispersion

problem on complete graphs, where each edge is associated with a non-negative weight

(distance that maintains the triangle inequality). They independently analyzed the same

heuristic proposed in [76] (for the 1-dispersion problem on complete graphs) and showed that

the same heuristic produces a 2-factor approximation result for complete graphs. Further-

more, they also demonstrated that, unless P = NP , the 1-dispersion problem on complete

graphs does not have a better than 2-factor approximation result. In 1991, Megiddo and

Tamir [65] designed an O(k2 log2 n) time algorithm for the k-center problem on a line when

points are ordered. Note that the same algorithm can be adapted to solve the 1-dispersion

problem on a line (the points are not necessarily ordered) in polynomial time. In 2007,

Bhattacharya and Shi [10] proposed a linear-time algorithm for the k-center problem on a

line, where the points are not necessarily ordered. This algorithm can be adapted to solve

the 1-dispersion problem on a line (the points are not necessarily ordered) in polynomial

time. Wang and Kuo [79] introduced the 1-dispersion problem in geometric settings. They

considered the problem in a d-dimensional space with a Euclidean distance function be-

tween two points and proposed a dynamic programming algorithm that solves the problem

in O(kn) time for d = 1. Furthermore, they proved that for d = 2, the problem is NP-hard.

Recently, in 2018, Akagi et al. [2] established a relation between the 1-dispersion problem

and the independent set (IS) problem, and proposed an exact algorithm for the 1-dispersion

problem. They proposed an O(nwk/3 log n) time algorithm, where w < 2.373. In [2], they
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also studied two special cases of the 1-dispersion problem where the set of points (i) lies on

a line, and (ii) lies on a circle. They proposed a polynomial-time exact algorithm for both

special cases.

The max-sum dispersion problem is another popular variant of the dispersion problem.

Here, the objective is to maximize the sum of the distances between the k facilities. Tamir

[76] showed that the problem on a line has a trivial solution in O(n) time. He also proved that

the problem can be solved in O(kn) time if the points are on a tree. Later, Ravi et al. [70]

studied the problem on a line independently and gave a O(max(kn, n log n)) time algorithm.

They also proposed a 4-factor approximation algorithm if the distance function satisfies the

triangle inequality and also presented a (1.571 + ϵ)-factor approximation algorithm when

the vertices are points on the 2-dimensional Euclidean space and the Euclidean distance

between two points is the weight of the corresponding edges, where ϵ > 0. In [13] and [54],

the approximation factor of 4 improved to 2. One can see [8, 21, 35, 37, 38, 49, 66] for other

variants of the dispersion problem.

Compared to the 1-dispersion problem, a handful of research has been done on the

c-dispersion problem. In 2013, Lei and Church [63] introduced the c-dispersion problem,

and in 2015 an efficient formulation of the c-dispersion problems was proposed [64]. In

2018, Amano and Nakano [3] proposed a greedy algorithm for the 2-dispersion problem

in a metric space. They have shown that the proposed greedy algorithm produces an 8-

factor approximation result for the 2-dispersion problem in a metric space. In [3], they

also proposed a 2c2-factor approximation algorithm for the c-dispersion problem in a metric

space. In 2020, Amano and Nakano [4] analyzed the same greedy algorithm proposed in [3],

and showed that the greedy algorithm produces a 4
√

3 (≈ 6.92)-factor approximation result

for the 2-dispersion problem when the distance function between two points is the Euclidean

distance.
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The design of an efficient algorithm for the convex 1-dispersion problem is open [2].

Recently in 2022, Kobayashi et al. [61] studied the convex 1-dispersion problem, where the

objective is to select k = 3 vertices and proposed an O(n2) time algorithm to calculate the

optimal value. Now, we consider a variant of the convex 1-dispersion problem, where the set

of locations is a set of points inside a polygon and vertices of a polygon, and the objective

is to select k = 3 points. In this problem, the goal is to find a triangle inside the convex

polygon whose length of the smallest side is maximum. In 2020, Sadhu et al. [71] studied

this problem and proposed an O(n2) time algorithm to select three points.

;;=8=<<
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3
Capacitated Discrete Unit Disk Cover Problem

In this chapter, we study the geometric capacitated set cover (GCSC) problem, where a set

of unit disks is considered as a set of geometric objects and the capacity of each unit disk

is uniform. We refer to such a GCSC problem as the (α, P,Q)-covering problem, and it is

defined as follows:
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(α, P,Q)-Covering Problem: For a set P = {p1, p2, . . . , pn} of n points and a set

Q = {q1, q2, . . . , qm} of m points and a positive integer α, a subset Q′ ⊆ Q is said to be

an α-cover of P if (i) the point set P can be partitioned into ℓ subsets P1, P2, . . . , Pℓ

such that |Pi| ≤ α for each i = 1, 2, . . . , ℓ, where ℓ = |Q′| and (ii) each p ∈ Pi is

covered by a unit disk centered at q′i ∈ Q′. Given a positive integer α, a set P of n

points and a set Q of m points, the objective of the (α, P,Q)-covering problem is to

find a minimum cardinality α-cover Q′ ⊆ Q of P .

3.0.1 Overview of the Chapter

Goal of the Chapter. To (i) establish a necessary and sufficient condition through which

one can ensure the feasibility of the given instance of the (α, P,Q)-covering problem, (ii)

prove that the (α, P,Q)-covering problem is NP-complete for α ≥ 3, and (iii) design a

polynomial-time approximation scheme (PTAS) for the (α, P,Q)-covering problem.

Organization of the Chapter. The remainder of the chapter is organized as follows. In

Section 3.1, a necessary and sufficient condition is established that ensures the feasibility

of the given instance of the (α, P,Q)-covering problem. In Section 3.2, we prove that the

(α, P,Q)-covering problem is NP-complete for α ≥ 3. Furthermore, in Section 3.3, we

propose a PTAS for the same problem and finally conclude the chapter in Section 3.4.

3.1 A Necessary and Sufficient Condition

In this section, we establish a necessary and sufficient condition to check the feasibility of

an instance of the (α, P,Q)-covering problem, i.e., to check if there exists an α-cover for

a set P with respect to a set Q. To state the condition, we construct a bipartite graph
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G = (V1 ∪ V2, E) for a given instance of the (α, P,Q)-covering problem, where V1 is the set

of vertices corresponding to each point in Q and V2 is the set of vertices corresponding to

each point in P and E = {e = vivj | vi ∈ V1 and vj ∈ V2, and a unit disk centered at qi

covers pj}. Note that P = {p1, p2, . . . , pn} and Q = {q1, q2, . . . , qm}. We define the open

neighborhood of a vertex u ∈ V2, denoted by NG(u), as the set of open neighbors of u in G.

Similarly, we define the neighborhood function for a subset B ⊆ V2, denoted by NG(B), as

NG(B) =
⋃

u∈B NG(u).

Theorem 3.1.1. An α-cover for a set P with respect to a set Q exists if and only if for any

subset V ′
2 ⊆ V2, |NG(V ′

2)|α ≥ |V ′
2 |.

Proof. (Necessity.) Suppose that there is an α-cover of P with respect to Q. Let Q′(⊆ Q)

be an α-cover of P with respect to Q. Now, assume for a subset V ′
2 ⊆ V2, |NG(V ′

2)|α < |V ′
2 |.

Since |NG(V ′
2)| and |V ′

2 | are positive integers, therefore, there exist at least |V ′
2 | − |NG(V ′′

2 )|

points of P corresponding to the vertices of V ′
2 that cannot be covered by any point of Q′.

Therefore, it is a contradiction to the assumption that Q′ is an α-cover of P with respect

to Q.

(Sufficiency.) Given a set P = {p1, p2, . . . , pn} of n points, a set Q = {q1, q2, . . . , qm} of

m points and a positive integer α, we construct another bipartite graph G′ = (V ′
1 ∪ V2, E),

where V ′
1 = {vij | 1 ≤ i ≤ m and 1 ≤ j ≤ α} is a set of vertices corresponding to

the set of points in Q such that for each point qi ∈ Q, we consider α vertices in V ′
1 , i.e.,

vij (j = 1, 2, . . . , α) and V2 is the set of vertices corresponding to the points in P and

E = {e = vijvℓ | vij ∈ V ′
1 and vℓ ∈ V2, and a unit disk centered at qi covers pℓ} (see

Figure 3.1). Observe that |NG′(B)| = |NG(B)|α for any B ⊆ V2. Suppose that for each

subset V ′
2 ⊆ V2, |NG(V ′

2)|α ≥ |V ′
2 |. This leads to |NG′(V ′

2)| ≥ |V ′
2 | for each subset V ′

2 ⊆ V2.

Therefore, G′ has a matching M of size |V2| (Hall’s Theorem). For each vertex vij ∈ V ′
1 of
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the matching M , if we consider all the points corresponding to vertex vi ∈ V1, we get an

α-cover of a set P with respect to a set Q.

The algorithm to find a feasible solution is based on the maximum matching algorithm

in a bipartite graph. Here, we construct the bipartite graph from any arbitrary instance

of the (α, P,Q)-covering problem, which leads us to find a feasible solution in polynomial

time. We construct the bipartite graph in a similar approach to G′ ( the sufficiency part

of Theorem 3.1.1 ). Therefore, the total number of vertices in the bipartite graph G′ is

|V | = |V1| + |V2| = αm + n and the maximum possible number of edges |E| = αmn. Note

that the construction of the bipartite graph takes O(αmn) time. If the size of the maximum

matching in the bipartite graph G′ is exactly n ( i.e., if the condition of Theorem 3.1.1 is

true), then the input instance has a feasible solution.
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p3 p5

p6
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(a) (b)
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v12

v21
v22

v31

v32

v41

v42

q1 q2 q3
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Figure 3.1: (a) An instance of the (α, P,Q)-covering problem, and (b) Construction of bipartite
graph for α = 2, here vertex vij represent jth copy of disk i.
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3.2 Hardness of the (α, P,Q)-Covering Problem

In this section, we show that the (α, P,Q)-covering problem is NP-complete for α = 3. Using

the NP-complete proof for the (α, P,Q)-covering problem for α = 3, we can conclude that the

(α, P,Q)-covering for α ≥ 4 is also NP-complete. Next, we show that the (3, P,Q)-covering

problem is NP-complete by proving that the (3, P, P )-covering problem is NP-complete.

Note that the (3, P, P )-covering problem is a special case of the (3, P,Q)-covering problem.

We show a polynomial-time reduction from the decision version of the vertex cover (VC)

problem on a planar graph of degree at most 3 to the decision version of the (3, P, P )-covering

problem. This reduction will ensure that the (3, P, P )-covering problem is NP-complete.

Note that the vertex cover problem on a planar graph of degree at most 3 is known to be

NP-complete [48].

Decision version of the VC problem on a planar graph (Vc-Pla)

Instance: ⟨G, k⟩, where G = (V,E) is an undirected planar graph with maximum

degree 3, and k is a positive integer.

Question: Does there exist a vertex cover V ′(⊆ V ) of G such that |V ′| ≤ k ?

Decision version of the (3, P, P )-covering problem

Instance: ⟨P, k′⟩, where P is a set of points in R2, and k′ is a positive integer.

Question: Does there exist a 3-cover P ′(⊆ P ) of P with respect to P such that

|P ′| ≤ k′ ?
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To prove the NP-completeness of the (3, P, P )-covering problem, we first construct an

instance ⟨P, k′⟩ of the (3, P, P )-covering problem from a given arbitrary instance ⟨G =

(V,E), k⟩ of the planar vertex cover problem such that there exists a vertex cover V ′(⊆ V )

of G satisfying |V ′| ≤ k if and only if there exists a 3-cover P ′(⊆ P ) of P with respect to P

satisfying |P ′| ≤ k′.

We construct ⟨P, k′⟩ from ⟨G = (V,E), k⟩ as follows: we first embed the planar graph

G = (V,E) into a planar grid using Lemma 3.2.1 and Corollary 3.2.1.1. Subsequently, we

construct P in four steps, where we add a set of points at each step. We introduce points

in the planar embedding in each step so that exactly two consecutive points are within a

unit distance apart (see Figure 3.4(b)). For details, see Steps 1, 2, 3, and 4 of the proof of

Lemma 3.2.2.

Lemma 3.2.1 ( [77]). Given a planar graph G = (V,E) with maximum degree 4, the graph

G can be embedded in the plane such that its vertices are in integer coordinates and its

edges are line segments of the form x = i or y = j, for integers i and j.

We can embed the planar graph as stated in Lemma 3.2.1 in linear time with at most

two bends along each edge [12]. See Figure 3.2(b) for a planar embedding of the planar

graph.

Corollary 3.2.1.1. Given a planar graph G = (V,E) with maximum degree 3, the graph

can be embedded in the Euclidean plane with each of its vertices at (3i, 3j) and its edges

as a sequence of line segments on the lines x = 3i or y = 3j for integers i and j.

Lemma 3.2.2. Let G = (V,E) be a planar graph with maximum degree 3. An instance of

a (3, P, P )-covering problem can be constructed from G in polynomial time.

Proof. We construct an instance of (3, P, P ) in the following four steps.
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Step 1: Embedding. The instance of G is embedded in the plane using the algorithms

proposed in [12]. In the embedding, each edge in G is a sequence of connected line seg-

ment(s). The length of the line segments used in this embedding is three units. Let ℓ be

the total number of line segments in the embedding. We add a point pi for each vi ∈ V in

the embedding and name it node points (see Figure 3.2 (b)).

v1

v2

v3 v4

p1

p2

p3 p4

3

3

(a)

(b)

Figure 3.2: (a) A planar graph G of maximum degree 3, and (b) pi for each vi ∈ V .

Step 2: Adding extra points to the embedding. We classify the line segments in the

embedding into two categories, namely, proper and improper. A line segment is proper if

none of its end points corresponds to node points. Line segments other than the proper

line segments are named improper line segments. For each improper line segment (pi, pj) of

length 3 units, where both pi and pj are node points, we add two points at distances 0.72
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and 1.22 units with respect to both pi and pj. Thus, we add four points in the process. See

the line segment (p1, p2) in Figure 3.3(a). For each line segment of length greater than 3

units, we add points as follows: (i) add a point in the joining point (grid point) of each line

segment other than the node points and name it as bend points (see empty circular points

in Figure 3.3(b)), and (ii) for each improper line segment, we add three points at distances

0.75, 1.5, and 2.25 units from the node point (see the points added with respect to the point

p2 in line segments between p2 and p3 in Figure 3.3(b)), and for each proper line segment we

add two points at distances 1 and 2 units from its end points, i.e., bend points ( see points

added between two bend points in line segments between p2 and p3 in Figure 3.3(b)). The

points added in this step for the line segments between p2 and p3 are explained in detail in

Figure 3.3(b). We name the points added in this step as joint points.

p2

p3 0.75

1

p1

p2

0.72

1.22

p1

0.70

0.99

0.32

0.75 0.75 0.75

0.75 0.75 0.75 0.75

1

10.72

1.22

(a) (b)

(c)

x1

y1

Figure 3.3: (a) placement of joint points where ℓ′ = 1, (b) Placement of joint points where ℓ′ > 1,
and (c) placement of support points with respect to p1.

36



Hardness of the (α, P,Q)-Covering Problem

Step 3: Adding extra points. For each node point pi, add a line segment of 0.70 units

of length (on the line x = 3i or y = 3j for some integers i or j), without coincident with

other line segments. We can add such line segments on the x = 3i or y = 3j lines without

losing planarity, since the maximum degree of G is 3. Now, add a point (say xi) on the new

line segments at a distance of 0.70 units from each node point pi, and add another point

(say, yi) at a distance of 0.32 units from xi touching the line at a distance of 0.99 units from

pi. Note that the distance between two points yi (with respect to pi) and yj (with respect

to pi) is greater than one unit. See both the points x1 and y1 added with respect to p1 in

Figure 3.3(c). Note that if the Euclidean distance between any two points in the embedding

is at most 1 unit, then we can say that these two points are connected. According to the

placement of yi, it is only connected to xi as the distance of yi to all other points excluding

xi is greater than one unit. The points added in this step are named support points.

Step 4: Construction of P. We denote the set of node points, the set of joint points,

and the set of support points by N , J , and S, respectively. Here, N = {pi | vi ∈ V },

J = {q1, q2, . . . , q3ℓ+|E|} and S = {xi, yi | vi ∈ V }. We construct P = N ∪J ∪S by removing

all line segments from the embedding. See Figure 3.4. Observe that |N | = |V |(= n),

|S| = 2|V |(= 2n) and |J | = 3ℓ + |E|, where ℓ is the total number of line segments in the

embedding and |E| is the total number of edges in G. Since G is planar, |E| = O(n). It also

follows from Lemma 3.2.1 that ℓ = O(n2). Therefore, P can be constructed in polynomial

time.
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Figure 3.4: (a) Added points and line segments in the embedding, and (b) instance of the (3, P, P )-
covering problem.

Theorem 3.2.3. (3, P, P )-covering problem is NP-complete.

Proof. For a given set P ′ ⊆ P and a positive integer k, we can verify whether P ′ is a 3-cover

of P with respect to P itself such that |P ′| ≤ k in polynomial time. Hence, the (3, P, P )-

covering problem is in NP. Now, we prove the hardness of the (3, P, P )-covering problem

by reducing Vc-Pla to it. Let G = (V,E) be an instance of the Vc-Pla. Construct an
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instance P of the (3, P, P )-covering problem as discussed in Lemma 3.2.2.

Lemma 3.2.4. G has a vertex cover of size at most k if and only if P has a 3-cover of size

at most k + ℓ + n.

Proof. Necessity. Let D ⊆ V be a vertex cover of G such that |D| ≤ k. Let N ′ = {pi ∈

P | vi ∈ D}, i.e., N ′ be the set of points in P that correspond to the vertices in D. Let

S ′ ⊆ S be a set of n points chosen from S such that of the two support points associated

with each point pi ∈ N , we select the closest support point xi in S ′, i.e., S ′ = {xi | pi ∈ N}.

From each set of points corresponding to a line segment in the embedding, we choose 1

point such that the set of chosen points, say J ′(⊆ J), together with N ′ and S ′ will form a

3-cover of desired cardinality in P . Initially, J ′ = ∅. As D is a vertex cover, every edge in

G has at least one of its end vertices in D. Let (vi, vj) be an edge in G and vi ∈ D (the

tie can be broken arbitrarily if both vi and vj are in D ). Note that the edge (vi, vj) is

represented as a sequence of line segments in the embedding. Start traversing the points (of

(vi, vj)) from pi, where pi corresponds to vi, and add every third point to J ′ encountered in

the traversal without including pj (see (p3, p4) in Figure 3.5 (b), the cross points are part

of J ′ while traversing from p3). Apply the above process to each edge in G. Observe that

the cardinality of J ′ is ℓ as we choose 1 point from each set of points on a segment in the

embedding. Let P ′ = N ′ ∪ J ′ ∪ S ′. Now, we argue that P ′ is a 3-cover of P with respect to

P . Each pi ∈ N is covered by xi in S ′. Together with pi, xi covers itself and yi. Therefore,

each xi covers at most 3 points and S ′ ensures coverage for the set S and N . Now, it remains

to prove that all the points in J are also covered. For any point pi ∈ N , there are at most 3

neighbor points of pi in J (since the maximum degree of G is 3). Choose each point pi ∈ N ′

(i.e., the corresponding point vi ∈ D in G), it covers all its neighboring points in J and all

other points in J are covered by at least one point qj ∈ J ′. The existence of qj is guaranteed
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by the way we constructed J ′ and any point qj ∈ J ′ covers at most 3 points, including itself

and its neighbors qj−1 and qj+1. Therefore, every point in P is covered by at least one point

in P ′, and each point pi ∈ P ′ covers no more than 3 points. Thus, P ′ is a 3-cover of P and

|P ′| = |N ′|+ |J ′|+ |S ′| ≤ k + ℓ + n.

v2

v3 v4

v1

(a)

p1

p2

p3
p4

(b)

Figure 3.5: (a) A vertex cover {v1, v3, v4} of G, and (b) the construction of J ′ and S′.

Sufficiency: Let P ′ ⊆ P be a 3-cover of size at most k + ℓ + n. We prove that G has a

vertex cover of size at most k with the help of the following claims.

Claim(i): At least one of the support points corresponding to each node point belongs to

P ′.

40



Hardness of the (α, P,Q)-Covering Problem

Proof of Claim (i): The claim follows from the fact that the support point yi corresponding

to node pi is covered only by the support points xi and/or yi.

Claim(ii): The points corresponding to each segment in the embedding must contribute

at least 1 point to P ′, i.e., |J ∩ P ′| ≥ ℓ, where ℓ is the total number of segments in the

embedding.

Proof of Claim (ii): For each edge (vi, vj) in G, there exist some line segments that

connect pi to pj in the embedding. Let ℓ′ be the number of line segments between pi and

pj, then the total number of points between pi and pj is 3ℓ′ + 3, including pi and pj. Now, if

both pi and pj are in P ′, then pi and pj can cover themselves along with its neighbor points

(say qi and qj within these ℓ′ segments). So, in the worst case (3ℓ′ + 3− 4) = 3ℓ′− 1 number

of points remains to be covered. It needs at least
⌈
3ℓ′−1

3

⌉
= ℓ′ number of points. Thus, the

claim follows.

Claim(iii): If pi and pj correspond to the end vertices of an edge (vi, vj) in G, and both pi, pj

are not in P ′, then there must be at least ℓ′+1 points in P ′ from the points corresponding to

the segment(s) representing the edge (vi, vj), where ℓ′ is the number of segments representing

the edge (vi, vj) in the embedding.

Proof of Claim (iii): Let (vi, vj) be an edge in G such that pi and pj are not in P ′. By

Claim (ii), |J ∩ P ′| ≥ ℓ. Therefore, the points corresponding to each segment between pi

and pj representing the edge (vi, vj) contribute at least ℓ′ points in P ′. We argue that if

both pi and pj are not in P ′, then the number of points in P ′ from the points corresponding

to each segment representing the edge (vi, vj) is at least ℓ′ + 1. Based on our construction

of points in the embedding, if there exist ℓ′ segments between the points pi and pj, then we

consider exactly 3ℓ′ + 1 points between them. Observe that one point can cover at most 3

points. Thus, to cover 3ℓ′ + 1 points, at least
⌈
3ℓ′+1

3

⌉
= ℓ′ + 1 points are required.

Now, we show that by removing and/or replacing some points in P ′, a set of k points
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from N can be chosen such that the set of corresponding vertices in G is a vertex cover.

The points in S ′ account for the n points in P ′ (due to Claim (i)). Let P ′ = P ′ \ S ′ and

D = {vi ∈ V | pi ∈ P ′ ∩ N}. If any edge (vi, vj) in G has none of its end vertices in D,

then we do the following: consider the sequence of points corresponding to the segments

representing the edge (vi, vj) in the embedding. Since both pi and pj are not in P ′, there

must exist a segment that has two of its points in P ′ (due to Claim (iii)). Now consider the

points corresponding to the segment that has two points in P ′. Delete one of the points in

the segment and introduce pi (or pj). Update D and repeat the process until each edge has

at least one of its end vertices in D. Therefore, D is a vertex cover in G and |D| ≤ k (due

to claim (ii)).

By Lemma 3.2.4, we prove that the (3, P, P )-covering problem is NP-hard. We have

already shown that the (3, P, P )-covering problem is in NP. Therefore, the (3, P, P )-covering

is NP-complete.

3.3 A PTAS

We use the local search algorithm to find an α-cover for the (α, P,Q)-covering problem.

We prove that the local search algorithm produces a PTAS (see Algorithm 1 for a detailed

pseudo-code). Here, we assume that every instance of the (α, P,Q) covering problem has a

feasible solution. Furthermore, it can be verified as follows: Actually, the (α, P,Q)-covering

problem is a special case of hard capacitated set cover problem, where the bound on the

number of available copies of each covering set is at most one. Consider the maximum flow

problem for the directed graph G = (V,E) as follows: (i) V = V1∪V2∪{s, t}, where V1 and

V2 are the set of vertices corresponding to the points sets Q and P respectively, s is a source
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vertex and t is a terminal vertex, and (ii) E = E1 ∪ E2 ∪ E3, where E1 = {(s, v) : v ∈ V1},

E2 = {(u, v) : u ∈ V1, v ∈ V2 and the point corresponding to the vertices u and v are within

a unit distance apart}, and E3 = {(u, t) : u ∈ V2} such that the capacity of each edge in

E1 is α and the capacity of each edge in E2 ∪ E3 is 1. If the maximum flow in the network

mentioned above is exactly n, then the input instance has a feasible solution. Thus, the

feasibility of an instance can be checked in O(n2m) time.

Algorithm 1 Local Search Algorithm(α, P,Q)

Input: A set P of n points, a set Q of m points, and a positive integer α.
Output: An α-cover subset Q′(⊆ Q) of P with respect to Q.

1: Q′ ← Q. /*Assume that the given instance has a feasible solution.*/
2: while there exist B ⊆ Q′ of size at most k and B′ ⊆ Q of size at most k − 1 such that

Q′′ = (Q′ \B) ∪B′ is a feasible solution for the (α, P,Q)-covering problem.
3: set Q′ ← (Q′ \B) ∪B′.
4: endwhile
5: Report Q′.

Lemma 3.3.1. The running time of Algorithm 1 is O(n2m2k) for some positive integer k.

Proof. The number of local improvement steps is bounded by the number of points in the

set Q. Hence, there is a scope for at most m local improvement steps. In each step, it

is required to verify at most
(
m
k

)(
m
k−1

)
≤ m2k−1 different local improvements (see line 2 in

Algorithm 1). The time to check whether a certain local improvement is possible takes

O(n2m) time. Therefore, the overall time complexity of the algorithm is O(n2m2k).

A subset Q′ ⊆ Q is called k-locally optimal if it is not possible to perform the local

improvement step. Now, we prove that Algorithm 1 produces a (1+ϵ)-factor approximation

result. First, we introduce the notion of locality condition before delving into the proof. It

is stated as follows.
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Locality condition: Let Qopt ⊆ Q be an optimal solution of the (α, P,Q)-covering problem

and Q′ ⊆ Q be an α-covering set returned by the local search algorithm (Algorithm 1). It is

possible to construct a bipartite planar graph G = (Q′ ∪Qopt, E) such that for each p ∈ P ,

there exist two vertices u ∈ Qopt and v ∈ Q′ share an edge (u, v) ∈ E. Note that u ∈ Qopt

and v ∈ Q′ share an edge if their Euclidean distance is less than or equal to 1.

The locality condition for the range space consisting of points and disks is established

in [69]. The locality condition for the (α, P,Q)-covering problem can be established with

the help of arguments similar to those in [69]. We define the neighborhood of the vertices

in the graph G, i.e., NG(u) is the set of neighbors of u in the bipartite planar graph and the

neighborhood function for the subset Y of the vertices of the graph G, NG(Y ) =
⋃

u∈Y NG(u).

Lemma 3.3.2. Let Qopt ⊆ Q be an optimal solution and Q′ ⊆ Q be returned by Algorithm

1. Assume Qopt ∩ Q′ = ϕ and if there exists a planar bipartite graph G = (Q′ ∪ Qopt, E),

then for every subset Q′′ ⊆ Q′ of size almost k, |NG(Q′′)| ≥ |Q′′|.

Proof. Let G = (Q′ ∪Qopt, E) be a bipartite graph. Since both Q′ and Qopt are α-cover sets

for the point set P with respect to Q, for each point p ∈ P there exist a point q′ ∈ Q′ and

a point qopt ∈ Qopt such that the Euclidean distance between (i) p and q′, and (ii) p and qopt

is less than or equal to 1.

Claim 3.3.1. For any Q′′ ⊆ Q′, (Q′ \Q′′) ∪NG(Q′′) is an α-cover of P with respect to Q.

Proof of Claim. If there is a point pi ∈ P that is covered by the unit disk centered at a

point in Q′′, then one of the neighbors in NG(Q′′) also covers the point pi due to the locality

condition. Therefore, NG(Q′′) covers all the points covered by Q′′. So, (Q′ \Q′′) ∪NG(Q′′)

is an α-cover of P with respect to Q.

The above claim implies that if Q′′ ⊆ Q′ is a set of at most k unit disks, then |NG(Q′′)| ≥

|Q′′|, otherwise, there is scope for a local improvement step.

44



A PTAS

Without loss of generality, assume that Qopt ∩ Q′ = ϕ. If not, let I = Qopt ∩ Q′,

Q∗
opt = Qopt \ I, Q′′′ = Q′ \ I and let P ′ be the set of points that are not covered by the

disks centered at I. Q∗
opt and Q′′′ are disjoint. Also, Q∗

opt is an α-cover of minimum size for

the point set P ′. Now, we establish a relation between |Q′′′|and |Q∗
opt|, which will help us

prove that the proposed algorithm admits a PTAS. Now, we state a theorem that helps us

establish a relation between |Q′′′|and |Q∗
opt|, and it is as follows.

Theorem 3.3.3. [41] For any planar graph G = (V,E) of n vertices, there is a set X ⊆ V

of size at most c1n√
r
, such that V \X can be partitioned into n/r sets V1, V2, . . . , Vn/r satisfying

i. |Vi| ≤ c2r

ii. N(Vi) ∩ Vj = ϕ for i ̸= j, and

iii. |N(Vi) ∩X| ≤ c3
√
r

where c1, c2, c3 > 0 and N(.) define the neighborhood function.

Lemma 3.3.4. |Q′′′| ≤ (1 + c/
√
k)|Q∗

opt| for some constant c.

Proof. Lemma 3.3.4 follows from Lemma 3.3.2 and Theorem 3.3.3.

To do so, we assume r = k/c2 in Theorem 3.3.3, then |Vi| ≤ k. Let Q′′′
i = Q′′′ ∩ Vi and

Q∗
opti

= Q∗
opt ∩ Vi. From Lemma 3.3.2, |Q′′′

i | ≤ |Q∗
opti
| + |N(Vi) ∩ X| for all i. Otherwise,

Q′′′ ∩ N ′(Vi) can be replaced by Q∗
opti

, which contradicts the fact that Q′′′ is a k-locally

optimal subset. Now,

|Q′′′| ≤ |X|+
∑
i

|Q′′′
i |

≤ |X|+
∑
i

|Q∗
opti
|+

∑
i

|N(Vi) ∩X| (See above discussion)

45



Capacitated Discrete Unit Disk Cover Problem

≤ c1n√
r

+ |Q∗
opt|+

n

r
c3
√
r (See Theorem 3.3.3)

≤ c1n√
r

+ |Q∗
opt|+

n√
r
c3

≤ |Q∗
opt|+ c

n√
r

≤ |Q∗
opt|+ c

|Q∗
opt|+ |Q′′′|
√
r

= (1 + c/
√
k)|Q∗

opt|

Thus, |Q′′′| ≤ (1 + c/
√
k)|Q∗

opt|, where c is a constant.

Theorem 3.3.5. |Q′| ≤ (1 + c/
√
k)|Qopt| for some constant c.

Proof. Since Q′′′ = Q′ \ I, |Q′| = |Q′′′|+ |I|. Therefore,

|Q′| ≤ (1 + c/
√
k)|Q∗

opt|+ |I| (By Lemma 3.3.4)

= (c/
√
k)|Q∗

opt|+ |Q∗
opt|+ |I|

= (c/
√
k)|Q∗

opt|+ |Qopt| (Since Q∗
opt = Qopt \ I)

≤ (c/
√
k)|Qopt|+ |Qopt|

= (1 + c/
√
k)|Qopt|

Thus, |Q′| ≤ (1 + c/
√
k)|Qopt| for some constant c.

Theorem 3.3.6. Algorithm 1 produces (1 + ϵ)-factor approximation result in O(n2m2k).

Proof. The approximation result follows from Theorem 3.3.5 using k = O(ϵ−2), and the

time complexity result follows from Lemma 3.3.1.
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Conclusion

3.4 Conclusion

In this chapter, we studied the (α, P,Q)-covering problem. We proposed a necessary and

sufficient condition through which one can ensure the feasibility of the given instance. We

proved that the problem is NP-complete for α ≥ 3. Further, we proposed a local search

algorithm that admits a PTAS for the (α, P,Q)-covering problem.

;;=8=<<
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4
Euclidean Dispersion Problem

In this chapter, we study variants of the dispersion problem in Euclidean space. In Chapter

1, we introduced a notion of the dispersion partial sum1 metric, which captures the idea of

dispersion in a more general way. Using the dispersion partial sum as a metric, we define

a variant of the dispersion problem, namely the 2-dispersion problem. The 2-dispersion

problem is defined formally as follows.

1For a facility, the dispersion partial sum is the sum of the distances of the pre-specified number of the
closest facilities.
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2-Dispersion Problem: Given a set P = {p1, p2, . . . , pn} of n points, the non-

negative distances between each pair of points pi, pj ∈ P , and a positive integer k

(3 ≤ k ≤ n), for each point p ∈ P and S ⊆ P , the 2-dispersion cost of p with respect

to S, cost2(p, S), is defined as the sum of distances from p to the closest point in

S \ {p} and the second closest point in S \ {p}. The 2-dispersion cost of S is defined

as cost2(S) = minp∈S{cost2(p, S)}. The objective of the 2-dispersion problem is to

find a subset S ⊆ P of cardinality k such that cost2(S) is maximized.

In this chapter, we also study the 1-dispersion problem in Euclidean space. It is defined

formally as follows.

1-Dispersion Problem: Given a set P = {p1, p2, . . . , pn} of n points, the non-

negative distances between each pair of points pi, pj ∈ P , and a positive integer k

(2 ≤ k ≤ n), for each point p ∈ P and S ⊆ P , the 1-dispersion cost of p with respect

to S, cost1(p, S), is defined as a distance of p to the closest point in S \ {p}. The

1-dispersion cost of S is defined as cost1(S) = minp∈S{cost1(p, S)}. The objective of

the 1-dispersion problem is to find a subset S ⊆ P of cardinality k such that cost1(S)

is maximized.

4.0.1 Overview of the Chapter

Goal of the Chapter. (i) Designing a (2
√

3 + ϵ)-factor approximation algorithm for the

2-dispersion problem in R2, where ϵ > 0, and (ii) developing a common framework for the

dispersion problem in Euclidean space using which we improve the approximation factor to

2
√

3 for the 2-dispersion problem in R2, propose an optimal algorithm for the 2-dispersion

problem in R1, and propose a 2-factor approximation result for the 1-dispersion problem in
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R2.

Organization of the Chapter. The remainder of the chapter is organized as follows. In

Section 4.1, we propose a (2
√

3 + ϵ)-factor approximation algorithm for the 2-dispersion

problem in R2, where ϵ > 0. In Section 4.2, we propose a common framework for the

dispersion problem in Euclidean space. Using the framework, we propose a 2
√

3-factor

approximation algorithm for the 2-dispersion problem in R2, a polynomial-time optimal

algorithm for the 2-dispersion problem on a line, and a 2-factor approximation algorithm

for the 1-dispersion problem in R2. Finally, we conclude the chapter in Section 4.3.

4.1 (2
√
3 + ϵ)-Factor Approximation Algorithm

In this section, we propose a (2
√

3 + ϵ)-factor approximation algorithm for the 2-dispersion

problem, where ϵ > 0. The algorithm is based on a greedy approach. We briefly discuss the

algorithm as follows. Let I = (P, k) be an arbitrary instance of the 2-dispersion problem,

where P = {p1, p2, . . . , pn} is the set of n points in R2 and k ∈ [3, n] is a positive integer.

Initially, we choose a subset S3 ⊆ P of size 3 such that cost2(S3) is maximized. Next, we

add a point p ∈ P into S3 to construct a set S4, i.e., S4 = S3 ∪ {p}, so that cost2(S4) is

maximized, and continues this process until the construction of the set Sk of size k. The

pseudo-code of the algorithm is described in Algorithm 2.

Let OPT = {p∗1, p∗2, . . . , p∗k} be an optimal solution of the 2-dispersion problem for input

I = (P, k). For p ∈ P , we define a disk D[p] as follows: D[p] = {q ∈ R2 | d(p, q) ≤
cost2(OPT )

2
√
3+ϵ

}. Accordingly, we define a subset of disk, D[S], for S ⊆ P as D[S] = {D[p] | p ∈

S}.
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Algorithm 2 Euclidean Dispersion Algorithm(P, k)

Input: A set P = {p1, p2, . . . , pn} of n points, and a positive integer k (3 ≤ k ≤ n).
Output: A subset Sk ⊆ P of size k.

1: Compute {pi1 , pi2 , pi3} ⊆ P such that cost2({pi1 , pi2 , pi3}) is maximized.
2: S3 ← {pi1 , pi2 , pi3}
3: for (j = 4, 5, . . . , k) do
4: Let p ∈ P \ Sj−1 such that cost2(Sj−1 ∪ {p}) is maximized.
5: Sj ← Sj−1 ∪ {p}
6: end for
7: return (Sk)

Lemma 4.1.1. For any point pi ∈ P , |D[pi] ∩OPT | ≤ 2.

pa pa

pb pc
pcpb

D[pi] D[pi]

Figure 4.1: Points pa, pb, pc ∈ D[pi]

Proof. On the contrary, assume that there are three points pa, pb, pc ∈ D[pi] ∩ OPT . Let

S = {pa, pb, pc}. Without loss of generality, assume that cost2(pa, S) ≤ cost2(pb, S) and

cost2(pa, S) ≤ cost2(pc, S), i.e., d(pa, pb) + d(pa, pc) ≤ d(pa, pb) + d(pb, pc) and d(pa, pb) +

d(pa, pc) ≤ d(pa, pc) + d(pb, pc), which leads to d(pa, pb) ≤ d(pb, pc) and d(pa, pc) ≤ d(pb, pc).

Notice that maximizing d(pa, pb) + d(pa, pc) results in minimizing d(pb, pc)(see Figure 4.1).

The minimum value of d(pb, pc) is
√

3 cost2(OPT )

2
√
3+ϵ

as both d(pa, pb) and d(pa, pc) is less than

equal to d(pb, pc). Therefore, by the packing argument inside a disk, d(pa, pb) + d(pa, pc) is

maximum if pa, pb, pc are on an equilateral triangle and on the boundary of the disk D[pi].
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Then, cost2(S) ≤ d(pa, pb) + d(pa, pc) ≤
√

3 cost2(OPT )

2
√
3+ϵ

+
√

3 cost2(OPT )

2
√
3+ϵ

= 2
√

3 cost2(OPT )

2
√
3+ϵ

<

cost2(OPT ), which leads to a contradiction to the optimal value cost2(OPT ). Therefore,

for any pi ∈ P , D[pi] contains at most two points in OPT .

Consider the set Si with i < k, an i-th size solution in the Algorithm 2. Let U =

Si ∩ OPT . Assume that S ′
i = Si \ U and OPT ′ = OPT \ U. Note that for any disk

D[p∗ℓ ] ∈ D[OPT ′], |D[p∗ℓ ] ∩ U| ≤ 1 (by Lemma 4.1.1).

Lemma 4.1.2. For some D[p∗j ] ∈ D[OPT ′], D[p∗j ] contains at most one point in Si, i.e.,

|D[p∗j ] ∩ Si| ≤ 1.

Proof. On the contrary, assume that there does not exist any D[p∗j ] ∈ D[OPT ′] such that

|D[p∗j ] ∩ Si| ≤ 1, i.e., for each D[p∗v] ∈ D[OPT ′], |D[p∗v] ∩ Si| > 1. Construct a bipartite

graph H(D[OPT ′] ∪ Si,E) as follows: (i) D[OPT ′] and Si are two partite vertex sets, and

(ii) (D[p∗j ], p) ∈ E if and only if p ∈ Si is contained in D[p∗j ](see Figure 4.2).

D[OPT ′] Si = S ′
i ∪ U

U

D[p∗j ]

p

S ′
i

Figure 4.2: H(D[OPT ′] ∪ Si,E)

Claim 4.1.1. For a disk D[p∗t ] ∈ D[OPT ′], if |D[p∗t ] ∩U| = 1, then any point in D[p∗t ] ∩ S ′
i

is not contained in any disk in D[OPT ′] \ {D[p∗t ]}.
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Proof of the Claim. On the contrary assume that a point p ∈ D[p∗t ] ∩ S ′
i is contained in

a disk D[p∗w] ∈ D[OPT ′] \ {D[p∗t ]} (see Figure 4.3). Therefore, p ∈ D[p∗t ] ∩ D[p∗w] implies

d(p∗t , p
∗
w) ≤ 2 × cost2(OPT )

2
√
3+ϵ

. Since |D[p∗t ] ∩ U| = 1, let D[p∗t ] ∩ U = {p∗u}. Now, consider the

2-dispersion cost of p∗t with respect to OPT , i.e., cost2(p
∗
t , OPT ) ≤ d(p∗t , p

∗
u) + d(p∗t , p

∗
w) ≤

cost2(OPT )

2
√
3+ϵ

+ 2 × cost2(OPT )

2
√
3+ϵ

= 3 × cost2(OPT )

2
√
3+ϵ

< cost2(OPT ), which is a contradiction to the

optimality of OPT (see Figure 4.3). Thus, any point in D[p∗t ] ∩ S ′
i is not contained in any

disk in D[OPT ′] \ {D[p∗t ]}, if |D[p∗t ] ∩ U| = 1. □

D[p∗t ]
D[p∗w]

p∗t
p∗w

p∗u

≤ 2× cost2(OPT )

2
√
3+ϵ

≤ cost2(OPT )

2
√
3+ϵ

D[p∗u]

p

Figure 4.3: 2-dispersion cost of p∗t with respect to OPT .

Now, for all D[p∗ℓ ] ∈ D[OPT ′] that satisfy the condition of Claim 4.1.1, we remove D[p∗ℓ ]

from D[OPT ′] to get D[OPT ′′] and D[p∗ℓ ]∩S ′
i from H to get S ′′

i repeatedly, followed by U to

construct H ′ = (D[OPT ′′], S ′′
i ). Since |D[OPT ′]|+ |U| = |OPT | = k, and |S ′

i|+ |U| = |Si| <

k, therefore |D[OPT ′]| > |S ′
i|. During the construction of H ′ = (D[OPT ′′], S ′′

i ), the number

of vertices removed from the partite set S ′
i is at least the number of vertices removed from

the partite set D[OPT ′]. Therefore, |D[OPT ′′]| > |S ′′
i |.

Thus, the lemma follows from the fact that the degree of each vertex in D[OPT ′′] is at

least 2 and the degree of each vertex in S ′′
i at most 2 in the bipartite graph H ′, which leads

to a contradiction as |D[OPT ′′]| > |S ′′
i |.
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Theorem 4.1.3. For any ϵ > 0, Algorithm 2 produces a (2
√

3 + ϵ)-factor approximation

result in polynomial time.

Proof. Let I = (P, k) be an arbitrary input instance of the 2-dispersion problem, where

P = {p1, p2, . . . , pn} is the set of n points in R2 and k is a positive integer. Let Sk =

{p1, p2, . . . , pk} be the output of Algorithm 2 for instance I. We know that OPT =

{p∗1, p∗2, . . . , p∗k} is an optimal solution of the 2-dispersion problem for the instance I.

To prove the theorem, we need to show that cost2(OPT )
cost2(Sk)

≤ 2
√

3+ϵ. Here, we use induction

to show that cost2(Si) ≥ cost2(OPT )

2
√
3+ϵ

for each i = 3, 4, . . . , k. Since S3 is an optimum solution

for 3 points (see line number 1 of Algorithm 2), therefore, cost2(S3) ≥ cost2(OPT ) ≥
cost2(OPT )

2
√
3+ϵ

holds. Now, assume that the condition holds for each i such that 3 ≤ i < k. We

will prove that the condition, i.e., cost2(Si+1) ≥ cost2(OPT )

2
√
3+ϵ

, holds for (i + 1) too.

We know by Lemma 4.1.2 that there exists at least one disk D[p∗j ] ∈ D[OPT ′] such that

|D[p∗j ]∩Si| ≤ 1. Now, consider the case where |D[p∗j ]∩Si| = 1, then the distance of p∗j to the

second closest point in Si is greater than cost2(OPT )

2
√
3+ϵ

(see Figure 4.4 ). Therefore, we can add

the point p∗j ∈ OPT to the set Si to construct the set Si+1. Now, consider the case where

|D[p∗j ]∩ Si| = 0, then the distance of the point p∗j ∈ OPT to any point of Si is greater than

cost2(OPT )

2
√
3+ϵ

. Note that in both cases cost2(p
∗
j , Si+1) ≥ cost2(OPT )

2
√
3+ϵ

. So, by adding the point p∗j

to the set Si, we can construct the set Si+1 such that cost2(Si+1) ≥ cost2(OPT )

2
√
3+ϵ

.

Now, we argue that for any arbitrary point p ∈ Si+1, cost2(p, Si+1) ≥ cost2(OPT )

2
√
3+ϵ

. We

consider the following two cases: Case (1) p∗j is not one of the closest points of p in Si+1, and

Case (2) p∗j is one of the closest points of p in Si+1. In the Case (1), cost2(p, Si+1) ≥ cost2(OPT )

2
√
3+ϵ

by the definition of the set Si. In the Case (2), suppose that p is not contained in the disk

D[p∗j ], then d(p, p∗j) ≥
cost2(OPT )

2
√
3+ϵ

. This implies cost2(p, Si+1) ≥ cost2(OPT )

2
√
3+ϵ

. Now, if p is
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p∗j

pℓ

pi

D[p∗j ]

Figure 4.4: pℓ lies outside the disk D[p∗j ]

contained in D[p∗j ], then there exists at least one of the closest points of p that is not

contained in D[p∗j ], otherwise it leads to a contradiction to Lemma 4.1.2. Assume that q

is one of the nearest points of p that is not contained in D[p∗j ] (see Figure 4.5 ). Since

d(p, q) ≥ cost2(OPT )

2
√
3+ϵ

, therefore, cost2(p, Si+1) ≥ cost2(OPT )

2
√
3+ϵ

. Therefore, by constructing the set

Si+1 = Si ∪ {p∗j}, we ensure that the cost of each point in Si+1 is greater than or equal to

cost2(OPT )

2
√
3+ϵ

.

p∗j

p

q

D[p∗j ]

Figure 4.5: q is not contained in D[p∗j ]

Since our algorithm chooses a point (see line number 4 of Algorithm 2) that maximizes

cost2(Si+1), the algorithm will always choose a point in iteration i+1 such that cost2(Si+1) ≥
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cost2(OPT )

2
√
3+ϵ

.

With the help of Lemma 4.1.1 and Lemma 4.1.2, we conclude that cost2(Si+1) ≥
cost2(OPT )

2
√
3+ϵ

and thus the condition also holds for (i + 1).

Therefore, for any ϵ > 0, Algorithm 2 produces a (2
√

3 + ϵ)-factor approximation result

in polynomial time.

4.2 A Common Framework for the Euclidean Disper-

sion Problem

In this section, we propose a general framework for the dispersion problem. It is a common

framework for the 1-dispersion, 2-dispersion problems in R2 and 1-dispersion / 2-dispersion

problems in R. The input of the algorithm is (i) a set P = {p1, p2, . . . , pn} of n points, (ii)

an integer γ for the γ-dispersion problem, and (iii) an integer k (γ+ 1 ≤ k ≤ n). In the first

line of the algorithm, we set the value of a constant λ. If γ = 2 and the points are in R2

(resp. R), then we set λ = 2
√

3 (resp. λ = 1), and if γ = 1 and the points are in R2, then we

set λ = 2. We prove that the algorithm is a λ-factor approximation algorithm. We use Si

(⊆ P ) to denote a set of points of size i. We start the algorithm with Sγ+1 ⊆ P that contains

γ + 1 points as a subset of the solution set. Next, we iteratively add one by one point from

P to the set to obtain a final solution set, i.e., if we have a solution set Si of size i, then we

add one more point into Si to obtain the solution set Si+1 of size i + 1. Let α = costγ(Si).

Now, we add a point from P \ Si into Si to get Si+1 such that costγ(Si+1) ≥ α
λ
. We stop

the iterative method if we have Sk or if adding more points is not possible. We repeat the

above process for each distinct Sγ+1 ⊆ P and report the solution for which the γ-dispersion
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cost value is maximum.

Algorithm 3 Framework Euclidean Dispersion(P, k, γ)

Input : A set P of n points, a positive integer γ and an integer k such that γ + 1 ≤
k ≤ n.

Output: A subset Sk ⊆ P such that |Sk| = k and β = costγ(Sk).

1: If γ = 2(resp. γ = 1), then λ ← 2
√

3 (resp. λ ← 2) for points in R2, and if points are
on a line then λ← 1 .

2: β ← 0 // Initially, costγ(Sk) = 0
3: for each subset Sγ+1 ⊆ P consisting of γ + 1 points do
4: Set α← costγ(Sγ+1)
5: Set ρ← α/λ
6: if ρ > β then
7: flag ← 1, i← γ + 1
8: while i < k and flag ̸= 0 do
9: flag ← 0
10: choose a point p ∈ P \ Si (if possible) such that costγ(Si ∪ {p}) ≥ ρ and

costγ(p, Si) = minq∈P\Si
costγ(q, Si).

11: if such point p exists in step 10 then
12: Si+1 ← Si ∪ {p}
13: i← i + 1, flag ← 1
14: end if
15: end while
16: if i = k then
17: Sk ← Si and β ← ρ
18: end if
19: end if
20: end for
21: return (Sk, β)

4.2.1 2
√

3-Factor Approximation Result for the 2-Dispersion Prob-

lem in R2

Let S∗ ⊆ P = {p1, p2, . . . , pn} be an optimal solution for a given instance (P, k) of the

2-dispersion problem and Sk ⊆ P be a solution returned by greedy Algorithm 3 for the

given instance, provided γ = 2 as an additional input. A point s∗o ∈ S∗ is said to be a
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solution point if cost2(S
∗) is defined by s∗o, i.e., cost2(S

∗) = d(s∗o, s
∗
r) +d(s∗o, s

∗
t ) such that (i)

s∗r, s
∗
t ∈ S∗, and (ii) s∗r and s∗t are the first and second closest points of s∗o in S∗, respectively.

We call s∗r, s∗t supporting points. Let α = cost2(S
∗). Here, we consider the 2-dispersion

problem in R2, so the value of λ is 2
√

3 (line number 1 of Algorithm 3).

Lemma 4.2.1. The triangle formed by three points s∗o, s
∗
r and s∗t does not contain any point

in S∗ \ {s∗o, s∗r, s∗t}, where s∗o is the solution point and s∗r, s
∗
t are supporting points.

Proof. Suppose that there exists a point s∗m ∈ S∗ inside the triangle formed by s∗o, s
∗
r, and s∗t .

Now, if d(s∗o, s
∗
r) ≥ d(s∗o, s

∗
t ) then d(s∗o, s

∗
t )+d(s∗o, s

∗
m) < d(s∗o, s

∗
t )+d(s∗o, s

∗
r), which contradicts

the optimality of cost2(S
∗). A similar argument will also work for d(s∗o, s

∗
r) < d(s∗o, s

∗
t ).

Here, ρ = α
λ

= cost2(S∗)

2
√
3

. We define the open disk D(pi) and the closed disk D[pi] centered

at pi ∈ P as follows: D(pi) = {pj ∈ P | d(pi, pj) < ρ} and D[pi] = {pj ∈ P | d(pi, pj) ≤ ρ}.

For a subset S ⊆ P , let D(S) = {D(p) | p ∈ S} and D[S] = {D[p] | p ∈ S}.

Lemma 4.2.2. For any point p ∈ P , D(p) contains at most two points of the optimal set

S∗, i.e., |D(p) ∩ S∗| ≤ 2.

Proof. On the contrary, assume that there are three points pa, pb, pc ∈ D(p)∩S∗. Using argu-

ments similar to those discussed in the proof of Lemma 4.1.1, cost2({pa, pb, pc}) is the maxi-

mum if pa, pb, pc is on the equilateral triangle inside D(p). Therefore, d(pa, pb) = d(pa, pc) =

d(pb, pc). Now, cost2({pa, pb, pc}) = d(pa, pb) + d(pa, pc) <
√

3ρ +
√

3ρ = 2
√

3ρ = cost2(S
∗).

Therefore, pa, pb, pc ∈ S∗ and cost2({pa, pb, pc}) < cost2(S
∗) lead to a contradiction.

Lemma 4.2.3. For any three points pa, pb, pc ∈ S∗, there does not exist any point p ∈ P

such that p ∈ D(pa) ∩D(pb) ∩D(pc).
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Proof. On the contrary, assume that p ∈ D(pa) ∩D(pb) ∩D(pc). This implies d(pa, p) < ρ,

d(pb, p) < ρ and d(pc, p) < ρ. Therefore, D(p) contains three points pa, pb and pc, which is

a contradiction to Lemma 4.2.2. Thus, the lemma.

Corollary 4.2.3.1. For any point p ∈ P , if D′′ ⊆ D(S∗) is the subset of disks that contains

p, then |D′′| ≤ 2.

Proof. The proof follows from Lemma 4.2.3.

Lemma 4.2.4. For any point p ∈ P , if D′ ⊆ D[S∗] is the subset of disks that contains p,

then |D′| ≤ 3 and the point p lies on the boundary of each disk in D′.

Proof. The proof follows from similar arguments in Lemmas 4.1.1 and 4.2.3.

Let N ⊆ P be a subset of points such that 3 ≤ |N | < k, and cost2(N) ≥ ρ. Consider

U = N ∩ S∗, and let |U| = u. Let U′ = S∗ \ U and N ′ = N \ U. Without loss of generality,

assume that U′ = {p∗1, p∗2, . . . , p∗k−u}.

Lemma 4.2.5. For some D[p∗j ] ∈ D[U′], D[p∗j ] contains at most one point in N , i.e.,

|D[p∗j ] ∩N | ≤ 1.

Proof. On the contrary, assume that each D[p∗j ] ∈ D[U′] contains at least two points in N .

Construct a bipartite graph G(D[U′] ∪ N,E) as follows: (i) D[U′] and N are two partite

vertex sets, and (ii) (D[p∗j ], u) ∈ E if and only if u ∈ D[p∗j ].

Claim 4.2.1. For any disk D[p∗m] ∈ D[U′], if |D[p∗m]∩U| = 1, then any point in D[p∗m]∩N ′

is not contained in any disk in D[U′] \ {D[p∗m]}.

Proof of the Claim. On the contrary, assume that a point p ∈ D[p∗m]∩N ′ is contained in a

disk D(p∗w) ∈ D[U′] \ {D[p∗m]} (see Figure 4.6). Therefore, d(p∗m, p
∗
w) ≤ d(p∗m, p) + d(p, p∗w) ≤
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cost2(S∗)

2
√
3

+ cost2(S∗)

2
√
3

, which implies d(p∗m, p
∗
w) ≤ 2 × cost2(S∗)

2
√
3

. Since |D[p∗m] ∩ U| = 1, let

D[p∗m] ∩ U = {p∗y}. Now, consider the 2-dispersion cost of p∗m with respect to S∗, i.e.,

cost2(p
∗
m, S

∗) ≤ d(p∗m, p
∗
y) + d(p∗m, p

∗
w) ≤ cost2(S∗)

2
√
3

+ 2 × cost2(S∗)

2
√
3

= 3 × cost2(S∗)

2
√
3

< cost2(S
∗),

which is a contradiction to the optimality of S∗ (see Figure 4.6). Thus, any point in D[p∗m]∩

N ′ is not contained in any disk in D[U′] \ {D[p∗m]}, if |D[p∗m] ∩ U| = 1.

D[p∗m]
D[p∗w]

p∗m
p∗w

p∗y

≤ 2× cost2(OPT )

2
√
3

≤ cost2(OPT )

2
√
3D[p∗y]

p

Figure 4.6: 2-dispersion cost of p∗m with respect to S∗

Now, for all D[p∗t ] that satisfies the condition in Claim 4.2.1, we remove all such D[p∗t ]

and D[p∗t ] ∩ N ′ in G, followed by U to construct G′ = (D[U′′], N ′′). Since |D[U′]| + |U| =

|S∗| = k, and |N ′| + |U| = |N | < k, therefore |D[U′]| > |N ′|. During the construction

of G′ = (D[U′′], N ′′), the number of vertices removed from the partite set N ′ is at least

the number of vertices removed from the partite set D[U′] (see Claim (i)). Therefore,

|D[U′′]| > |N ′′|.

Thus, the lemma follows from the fact that the degree of each vertex in D[U′′] is at least

2 and the degree of each vertex in N ′′ is at most 2 in the bipartite graph G′, which leads to

a contradiction as |D[U′′]| > |N ′′|. Therefore, there exists at least one disk D[p∗j ] ∈ D[U′]
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such that D[p∗j ] contains at most one point in N .

Theorem 4.2.6. Algorithm 3 produces a 2
√

3-factor approximation result for the 2-dispersion

problem in R2.

Proof. Since it is the 2-dispersion problem in R2, so γ = 2 and set λ = 2
√

3 in line number 1

of Algorithm 3. Now, assume α = cost2(S
∗) and ρ = α

γ
= cost2(S∗)

2
√
3

, where S∗ is an optimum

solution. Here, we show that Algorithm 3 returns a solution set Sk of size k such that

cost2(Sk) ≥ ρ = cost2(S∗)

2
√
3

. Let s∗o is the solution point and s∗r and s∗t be the supporting points

in S∗, i.e., cost2(S
∗) = d(s∗o, s

∗
r)+d(s∗o, s

∗
t ). Now, consider the case where S3 = {s∗o, s∗r, s∗t} in

line number 3 of Algorithm 3. Our objective is to show that if S3 = {s∗o, s∗r, s∗t} in line number

3 of Algorithm 3, then it computes a solution set Sk of size k such that cost2(Sk) ≥ cost2(S∗)

2
√
3

.

Note that any other solution returned by Algorithm 3 has a 2-dispersion cost better than

cost2(S∗)

2
√
3

. Therefore, it is sufficient to prove that if S3 = {s∗o, s∗r, s∗t} in line number 3 of

Algorithm 3, then the size of Sk (updated) in line number 17 of Algorithm 3 is k as every

time Algorithm 3 adds a point (see line number 12) in the set with the property that 2-

dispersion cost of the updated set is greater than or equal to cost2(S∗)

2
√
3

. Therefore, we consider

S3 = {s∗o, s∗r, s∗t} in line number 3 of Algorithm 3.

We use induction to establish the condition cost2(Si) ≥ ρ for each i = 3, 4, . . . , k. Since

S3 = {s∗o, s∗r, s∗t}, therefore cost2(S3) = α > ρ holds. Now, assume that the condition

cost2(Si) ≥ ρ holds for each i such that 3 ≤ i < k. We will prove that the condition

cost2(Si+1) ≥ ρ holds.

Consider Y = Si ∩ S∗ and Y = S∗ \ Y . Since i < k and Si ⊆ P with the condition

cost2(Si) ≥ ρ, there exists at least one disk D[p∗j ] centered at a point p∗j ∈ Y that contains

at most one point in Si (by Lemma 4.2.5). Suppose that D[p∗j ] contains exactly one point
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pt ∈ Si, then pt is the first closest point of p∗j in Si. Now, by Lemma 4.2.5, we claim

that the second closest point pℓ of p∗j in Si lies outside the disk D[p∗j ] (see Figure 4.7).

Since d(p∗j , pℓ) ≥ ρ, therefore cost2(p
∗
j , Si+1) ≥ ρ. Now, if D[p∗j ] does not contain any point

in Si, then the distance from p∗j to any point in Si is greater than or equal to ρ. So,

cost2(p
∗
j , Si+1) ≥ ρ. Thus, we can add the point p∗j to the set Si to construct the set Si+1,

where cost2(p
∗
j , Si) ≥ ρ.

p∗j

pt

pℓ

D[p∗j ]

Figure 4.7: pℓ lies outside of the disk D[p∗j ]

Now, we argue for any arbitrary point p ∈ Si+1, cost2(p, Si+1) ≥ ρ. We consider the

following two cases: Case (1) p∗j is not one of the closest points to p in Si+1, and the Case

(2) p∗j is one of the closest points to p in Si+1. In the Case (1), cost2(p, Si+1) ≥ ρ by the

definition of the set Si. In the Case (2), suppose that p is not contained in disk D[p∗j ],

then d(p, p∗j) ≥ ρ. This implies that cost2(p, Si+1) ≥ ρ. Now, if p is contained in D[p∗j ],

then at least one of the closest points of p is not contained in D[p∗j ], otherwise it leads to

a contradiction to Lemma 4.2.5. Assume that q is one of the closest points of p that is

not contained in D[p∗j ] (see Figure 4.8). Since d(p, q) ≥ ρ, therefore, cost2(p, Si+1) ≥ ρ.

Therefore, by constructing the set Si+1 = Si ∪ {p∗j}, we ensure that the cost of each point

in Si+1 is greater than or equal to ρ.
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p∗j

p

q

D[p∗j ]

Figure 4.8: q is not contained in D[p∗j ]

Since there exists at least one point p∗j ∈ Y such that cost2(Si+1) = cost2(Si∪{p∗j}) ≥ ρ,

therefore, Algorithm 3 will always choose a point (see line number 10 of Algorithm 3) in

iteration i + 1 such that cost2(Si+1) ≥ ρ.

So, we conclude that cost2(Si+1) ≥ ρ and thus the condition also holds for (i + 1).

Therefore, Algorithm 3 produces a set Sk of size k such that cost2(Sk) ≥ ρ. Since

ρ ≥ cost2(S∗)

2
√
3

, Algorithm 3 produces 2
√

3-factor approximation result for the 2-dispersion

problem.

4.2.2 2-Dispersion Problem on a Line

In this section, we discuss the 2-dispersion problem on a line L and show that Algorithm 3

produces an optimal solution for it. Let the set P = {p1, p2, . . . , pn} be on a horizontal line

arranged from left to right. Let Sk ⊆ P be the solution returned by Algorithm 3 and S∗ ⊆ P

be an optimal solution. Note that the value of γ is 2 (for the 2-dispersion problem) and the

value of λ (line number 1 of Algorithm 3) is 1 in this problem. Let s∗o be a solution point and

s∗r, s
∗
t be supporting points in S∗, i.e., cost2(S

∗) = d(s∗o, s
∗
r) + d(s∗o, s

∗
t ). Let S∗

3 = {s∗o, s∗r, s∗t}.
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We show that if S3 = S∗
3 in line number 3 of Algorithm 3, then cost2(Sk) = cost2(S

∗). Let

S∗ = {s∗1, s∗2, . . . s∗k} be arranged from left to right.

Lemma 4.2.7. If s∗o is the solution point and s∗r, s
∗
t are supporting points in the optimal

solution S∗, then both points s∗r and s∗t cannot be on the same side on the line L with

respect to s∗o and three points s∗r, s
∗
o, s

∗
t are consecutive on the line L in S∗.

s∗os∗ts∗r
L

Figure 4.9: s∗r and s∗t on left side of s∗o

Proof. On the contrary, assume that both s∗r and s∗t are on the left side of s∗o, and s∗t lies

between s∗r and s∗o (see Figure 4.9). Now, d(s∗t , s
∗
o) + d(s∗t , s

∗
r) < d(s∗o, s

∗
t ) + d(s∗o, s

∗
r) which

leads to a contradiction that s∗o is a solution point, i.e., cost2(S
∗) = d(s∗o, s

∗
r)+d(s∗o, s

∗
t ). Now,

suppose that s∗r, s
∗
o, s

∗
t are not consecutive in S∗. Let s∗ be a point in S∗ such that either

s∗ ∈ (s∗r, s
∗
o) or s∗ ∈ (s∗o, s

∗
t ). If s∗ ∈ (s∗r, s

∗
o), then d(s∗o, s

∗
r)+d(s∗o+s∗t ) > d(s∗o, s

∗)+d(s∗o+s∗t ),

which leads to a contradiction that s∗r is a supporting point. Similarly, we can show that

if s∗ ∈ (s∗o, s
∗
t ), then s∗t is not a supporting point. Thus, s∗r, s

∗
o, s

∗
t are consecutive points on

the line L in S∗.

Lemma 4.2.7 says that if s∗o is a solution point, then s∗o−1 and s∗o+1 are supporting points

as s∗1, s
∗
2, . . . , s

∗
k are arranged from left to right.

Lemma 4.2.8. Let S3 = {s∗o, s∗o−1, s
∗
o+1} and α = cost2(S3). Now, if Si = Si−1 ∪ {pi}

constructed in line number 12 of Algorithm 3, then cost2(Si) = α.
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Proof. We use induction to prove cost2(Si) = α for i = 4, 5 . . . , k.

Base Case: Consider the set S4 = S3∪{p4} constructed in line number 12 of Algorithm

3. If s∗o is a solution point and s∗o−1, s∗o+1 are supporting points and cost2(p4, S3) ≥ α,

therefore p4 /∈ [s∗o−1, s
∗
o+1] (otherwise one of s∗o−1 and s∗o+1 will not be a supporting point,

for details, see Lemma 4.2.7). This implies p4 either lies in [p1, s
∗
o−1) or (s∗o+1, pn]. Assume

p4 ∈ (s∗o+1, pn]. In Algorithm 3, we choose p4 such that cost2(p4, S4) ≥ α and cost2(p4, S4) =

minq∈P\S3 cost2(q, S4) (see line number 10 of Algorithm 3). Therefore, p4 ∈ (s∗o+1, s
∗
o+2].

Let S ′
4 = {s∗1, s∗2, . . . , s∗o−2} ∪ S4 ∪ {s∗o+3, s

∗
o+4, . . . , s

∗
k}. Suppose p4 = s∗o+2 and we know

that S3 = S∗
3 then S ′

4 = S∗. So, cost2(S
′
4) = cost2(S

∗) = α. This implies cost2(S4) =

α. Now assume that p4 ∈ (s∗o+1, s
∗
o+2), then we will also show that cost2(S

′
4) = α. We

calculate cost2(p4, S
′
4) = d(p4, s

∗
o+1) + d(p4, s

∗
o+3) = d(s∗o+2, s

∗
o+1) + d(s∗o+2, s

∗
o+3) ≥ α and

cost2(s
∗
o+3, S

′
4) = d(s∗o+3, p4) + d(s∗o+3, s

∗
o+4) ≥ d(s∗o+3, s

∗
o+2) + d(s∗o+3, s

∗
o+4) ≥ α (see Figure

4.10). Thus, if p4 ∈ (s∗o+1, s
∗
o+2), then cost2(S

′
4) = α. Therefore, if k ≥ 4, then p4 exists

and cost2(S4) = α. Similarly, we can prove that if p4 ∈ [p1, s
∗
o−1), then cost2(S

′
4) = α,

where S ′
4 = {s∗1, s∗2, . . . , s∗o−3} ∪ S4 ∪ {s∗o+2, s

∗
o+4, . . . , s

∗
k}. In this case also p4 exists and

cost2(S4) = α.

s∗o−1 s∗o s∗o+1 s∗o+2 s∗o+3
p4 s∗o+4

Figure 4.10: Snippet of S′
4

Now, assume that Si = Si−1 ∪ {pi} for i < k such that cost2(S
′
i) = α and cost2(Si) = α,

where S ′
i = {s∗1, s∗2, . . . , s∗u} ∪ Si ∪ {s∗v, s∗v+1, . . . , s

∗
k}. If pi ∈ (s∗o, pn], then s∗v−1 ∈ S∗ is the

left most point in the right of pi and u ≥ k − (i + k − v + 1) = v − i− 1 with each point of

Si are on the right side of s∗u (see Figure 4.11(a)) and if pi ∈ [p1, s
∗
o), then s∗u+1 ∈ S∗ is the
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right most point in the left of pi, where v ≥ u + i + 1 (see Figure 4.11(b)).

p1 p2 pns∗u s∗v
Si−1

pi

(b)

p1 p2 pns∗u s∗v
Si−1

pi s∗v−1

(a)

s∗u+1

Figure 4.11: Placement of set Si−1 ∪ {pi}.

We prove that cost2(Si+1) = α, where Si+1 = Si ∪ {pi+1}. It follows from the fact that

the size of Si is less than k, and the set {s∗1, s∗2, . . . , s∗u} ∪ {s∗v, s∗v+1, . . . , s
∗
k} ̸= ϕ and the

similar arguments discussed in the base case.

Lemma 4.2.9. The running time of Algorithm 3 on the line is O(n4).

Proof. Since it is the 2-dispersion problem on a line, the algorithm starts by setting λ = 1

in line number 1 of Algorithm 3, and then compute the solution set for each distinct S3 ⊆ P

independently. Now, for each S3, the algorithm selects a point iteratively based on the greedy

choice (see line number 10 of Algorithm 3). Now, to choose the remaining (k − 3) points,

the total amortize time taken by the algorithm is O(n). So, the overall time complexity of

Algorithm 3 on the line consisting of n points is O(n4).

Theorem 4.2.10. Algorithm 3 produces an optimal solution for the 2-dispersion problem

on a line in polynomial time.
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Proof. Follows from Lemma 4.2.8 that cost2(Si) = α = cost2(S
∗
3) for 3 ≤ i ≤ k, where

S3 = {s∗o, s∗r, s∗t}. Therefore, cost2(Sk) = α. Also, Lemma 4.2.9 says that Algorithm 3

computes Sk in polynomial time. Thus, the theorem.

4.2.3 1-Dispersion Problem in R2

In this section, we show the effectiveness of Algorithm 3 by showing 2-factor approximation

result for the 1-dispersion problem in R2. Here, we set γ = 1 as input along with input P

and k. We also set λ = 2 in line number 1 of the algorithm 3.

Let S∗ be an optimal solution for a given instance (P, k) of the 1-dispersion problem

and Sk ⊆ P be a solution returned by the greedy Algorithm 3 provided γ = 1 as an

additional input. Let s∗o ∈ S∗ be a solution point, i.e., cost1(S
∗) = d(s∗o, s

∗
r) such that s∗r

is the closest point to s∗o in S∗. We call s∗r the supporting point. Let α = d(s∗o, s
∗
r) and

ρ = α
2
. We define the open disk D(pi) and the closed disk D[pi] centered at pi ∈ P as

follows: D(pi) = {pj ∈ P | d(pi, pj) < ρ} and D[pi] = {pj ∈ P | d(pi, pj) ≤ ρ}. For S ⊆ P ,

let D(S) = {D(p) | p ∈ S} and D[S] = {D[p] | p ∈ S}.

Lemma 4.2.11. For any point s ∈ P , D(s) contains at most one point of the optimal set

S∗.

Proof. On the contrary, assume that pa, pb ∈ S∗ such that pa and pb are contained in D(s).

If two points pa and pb are contained in D(s), then d(pa, pb) ≤ d(pa, s)+d(pb, s) <
α
2

+ α
2

= α,

which leads to a contradiction to the optimality of S∗. Thus, the lemma.

Corollary 4.2.11.1. For any two points pa, pb ∈ S∗, there does not exist a point s ∈ P

that is contained in D(pa) ∩D(pb).

Proof. On the contrary, assume that s is contained in D(pa)∩D(pb). This implies d(pa, s) <
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α
2

and d(pb, s) <
α
2

. Therefore, D(s) contains two points pa and pb, which is a contradiction

to Lemma 4.2.11.

Lemma 4.2.12. For any point s ∈ P , if D′ ⊆ D[S∗] is the set of disks that contain s, then

|D′| ≤ 2 and the point s lies on the boundary of both disks in D′.

Proof. The proof follows from the similar arguments in Lemma 4.2.11.

Corollary 4.2.12.1. For any point s ∈ P , if D′′ ⊆ D(S∗) is a subset of disks that contains

s, then |D′′| ≤ 1.

Proof. Follows from Corollary 4.2.11.1 and Lemma 4.2.12.

Let M ⊆ P be a subset of points such that 2 ≤ |M | < k, and cost1(M) ≥ α
2
. Let

V = M ∩S∗ and |V| = v. Consider V′ = S∗ \V and M ′ = M \V. Without loss of generality,

assume that V′ = {p∗1, p∗2, . . . , p∗k−v}.

Lemma 4.2.13. For some D(p∗j) ∈ D(V′), D(p∗j) does not contain any points in M , i.e.,

|D(p∗j) ∩M | = ϕ.

Proof. On the contrary, assume that each D(p∗j) ∈ D(V′) contains at least one point in the

set M . Now, we construct a bipartite graph G(D(V′)∪M ′,E) as follows: (i) D(V′) and M ′

are two partite vertex sets, and (ii) (D(p∗j), u) ∈ E if and only if u ∈ M ′ is contained in

D(p∗j).

According to the assumption, each disk D(p∗j) ∈ D(V′) contains at least one point in the

set M . Note that disks in D(V′) does not contain a point in V, otherwise a contradiction to

Lemma 4.2.11. Therefore, the total degree of the vertices in D(V′) in G is at least k−v. On

the other hand, the total degree of the vertices in M ′ in G is at most |M ′|−v (see Corollary

4.2.12.1). Since |M ′| < k, the total degree of the vertices in M ′ in G is less than k − v,
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which leads to a contradiction that the total degree of the vertices in D(V′) in G is at least

k − v. Thus, there exists at least one disk D(p∗j) ∈ D(V′) such that D(p∗j) does not contain

any points in M .

Theorem 4.2.14. Algorithm 3 produces a 2-factor approximation result for the 1-dispersion

problem in R2.

Proof. Since it is the 1-dispersion problem in R2, so γ = 1 and set λ = 2 in line number 1

of Algorithm 3. Now, assume α = cost1(S
∗) and ρ = α

λ
= cost1(S∗)

2
, where S∗ is the optimum

solution. Here, we show that Algorithm 3 returns a solution set Sk of size k such that

cost1(Sk) ≥ ρ. More precisely, we show that Algorithm 3 returns a solution Sk of size k such

that cost1(Sk) ≥ ρ. Let s∗o be the solution point and s∗r be the supporting point in S∗. Our

objective is to show that if S2 = {s∗o, s∗r} in line number 3 of Algorithm 3, then it computes

a solution Sk of size k such that cost1(Sk) ≥ ρ. Note that any other solution returned by

Algorithm 3 has a 1-dispersion cost better than cost1(S∗)
2

. Therefore, it is sufficient to prove

that if S2 = {s∗o, s∗r} in line number 3 of Algorithm 3, then the size of Sk (updated) in line

number 17 of Algorithm 3 is k as every time Algorithm 3 added a point (see line number

12) into the set with the property that 1-dispersion cost of the updated set is greater than or

equal to ρ (= cost1(S∗)
2

). Therefore, we consider S2 = {s∗o, s∗r} in line number 3 of Algorithm

3.

We use induction to establish the condition cost1(Si) ≥ ρ for each i = 3, 4, . . . , k.

Since S2 = {s∗o, s∗r}, therefore cost1(S2) = α > ρ holds. Now, assume that the condi-

tion cost1(Si) ≥ ρ holds for each i such that 3 ≤ i < k. We will prove that condition

cost1(Si+1) ≥ ρ also holds for (i + 1).

Consider Y = Si ∩ S∗ and Y = S∗ \ Y . Since i < k and Si ⊆ P with the condition

cost1(Si) ≥ ρ = α
2
, there exists at least one disk, say D(p∗j) centered at a point p∗j ∈ Y
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that does not contain any points in Si (by Lemma 4.2.13). We will show that cost1(Si+1) =

cost1(Si ∪ {p∗j}) ≥ ρ.

Now, if D(p∗j) does not contain any points in Si, then the distance of p∗j to any point

in Si is greater than or equal to ρ (see Figure 4.12). Therefore, cost1(p
∗
j , Si+1) ≥ ρ. So, we

construct Si+1 = Si ∪ {p∗j} so that cost1(Si+1) ≥ ρ.

p∗j

pℓ

D(p∗j)

Figure 4.12: Closest point of p∗j lies outside of D(p∗j ).

Now, we argue for any arbitrary point p ∈ Si+1, cost1(p, Si+1) ≥ ρ. We consider the

following two cases: Case (1) p∗j is not one of the closest points of p in Si+1, and Case

(2) p∗j is one of the closest points of p in Si+1. In the Case (1), cost1(p, Si+1) ≥ ρ by the

definition of the set Si. In the Case (2), p is not contained in disk D(p∗j) ( by Lemma 4.2.13),

thus d(p, p∗j) ≥ ρ. This implies that cost1(p, Si+1) ≥ ρ. Therefore, by constructing the set

Si+1 = Si ∪{p∗j}, we ensure that the cost of each point in Si+1 is greater than or equal to ρ.

Since p∗j ∈ Y such that cost1(Si+1) = cost1(Si ∪ {p∗j}) ≥ ρ, therefore Algorithm 3 will

always choose a point (see line number 10 of Algorithm 3) in iteration i + 1 such that

cost1(Si+1) ≥ ρ.

So, we can conclude that cost1(Si+1) ≥ ρ and thus condition holds for (i + 1) too.

Therefore, Algorithm 3 produces a 2-factor approximation result for the 1-dispersion
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problem in R2.

4.3 Conclusion

In this chapter, we proposed a (2
√

3+ϵ)-factor approximation algorithm for the 2-dispersion

problem in R2, where ϵ > 0. The best known approximation factor available in the literature

is 4
√

3 [4]. Next, we proposed a common framework for the dispersion problem. Using

the framework, we further improved the approximation factor to 2
√

3 for the 2-dispersion

problem in R2. We studied the 2-dispersion problem on a line and proposed a polynomial-

time algorithm that returns an optimal solution using the developed framework. Note that

for the 2-dispersion problem on a line, one can propose a polynomial-time algorithm that

returns an optimal value in relatively low time complexity, but to show the adaptability

and flexibility of our proposed framework, we presented an algorithm for the same problem

using the developed framework. We also proposed a 2-factor approximation algorithm for

the 1-dispersion problem using the proposed common framework to show the effectiveness

of the framework.

;;=8=<<
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5
Dispersion Problem in a Metric Space

In this chapter, we study the dispersion problem in a metric space. For the completeness of

the chapter, we define the metric space as follows.

Metric Space. A metric space is a pair (X, d), where X is a set of elements and d is

a function (metric) from X ×X to R such that for any x, y, z ∈ X, the following four

conditions hold: (i) d(x, y) ≥ 0, (ii) d(x, y) = d(y, x), (iii) d(x, y) + d(y, z) ≥ d(x, z)

and (iv) d(x, y) = 0 if and only if x = y.
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In Chapter 1, we introduced the c-dispersion problem using the metric dispersion partial

sum1. Here, we formally define the c-dispersion problem as follows.

c-Dispersion Problem: Given a set P = {p1, p2, . . . , pn} of n points, the non-

negative distance d(pi, pj) between each pair of points pi, pj ∈ P , and a positive integer

k (c + 1 ≤ k ≤ n), for each point p ∈ P and S ⊆ P , costc(p, S) is defined as the sum

of distances from p to the c closest points in S \ {p}. The cost of a subset S of P is

defined as costc(S) = minp∈S{costc(p, S)}. The objective of the c-dispersion problem

is to find a k size subset S of P such that costc(S) is maximized.

5.0.1 Overview of the Chapter

Goal of the Chapter. To (i) present a polynomial-time algorithm for the c-dispersion

problem in a metric space which yields a 2c-factor approximation result, and (ii) prove that

the c-dispersion problem in a metric space parameterized by the solution size k is W [1]-hard.

Organization of the Chapter. In Section 5.1, we discuss our proposed algorithm and the

analysis of the algorithm in details, we prove the W [1]-hardness of the c-dispersion problem

in a metric space parameterized by the solution size k in Section 5.2, and finally in Section

5.3, we conclude the chapter.

5.1 Algorithm

In this section, we propose an algorithm for the c-dispersion problem in a metric space

(X, d). We will show that the proposed algorithm guarantees a 2c-factor approximation

result for the c-dispersion problem in a metric space. Now, we discuss the algorithm as

1For a facility, the dispersion partial sum is the sum of the distance of the pre-specified number of the
closest facilities.
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follows. Let I = (P, k) be an arbitrary instance of the c-dispersion problem in a metric

space (X, d), where P = {p1, p2, . . . , pn} is the set of n points and k ∈ [c+ 1, n] is a positive

integer. It is an iterative algorithm. Initially, we choose a subset Sc+1 ⊆ P of size c + 1

such that costc(Sc+1) is maximized. Next, we add a point p ∈ P to Sc+1 to construct Sc+2,

i.e., Sc+2 = Sc+1∪{p}, so that costc(Sc+2) is maximized, and continue this process until the

construction of Sk of size k. The algorithm is described below.

Algorithm 4 Metric Dispersion Algorithm(P, k)

Input: A set P = {p1, p2, . . . , pn} of n points, and a positive integer k (c + 1 ≤ k ≤ n),
along with distance function d.
Output: A subset Sk ⊆ P of size k.

1: Compute Sc+1 = {pi1 , pi2 , . . . , pic , pic+1} ⊆ P so that costc(Sc+1) is maximized by ex-
haustive search.

2: for (j = c + 2, c + 3, . . . , k) do
3: Let p ∈ P \ Sj−1 such that costc(Sj−1 ∪ {p}) is maximized.
4: Sj ← Sj−1 ∪ {p}
5: end for
6: return (Sk)

Let S∗ = {p∗1, p∗2, . . . , p∗k} ⊆ P be an optimum solution for the c-dispersion problem for

the instance (P, k), i.e., costc(S
∗) = max

S⊆P,|S|=k
{costc(S)}. We define the ball B(p) for each

point p ∈ P as follows: B(p) = {q ∈ P |d(p, q) < costc(S∗)
2c
} and for a subset S of P , let

B(S) = {B(p) | p ∈ S}. See Figure 5.1 for a demonstration of the definition of a ball.

Lemma 5.1.1. For any point p ∈ P , B(p) contains at most c points of the optimal set S∗.

Proof. On the contrary, assume that B(p) contains c + 1 points of the optimal set S∗.

Without loss of generality, assume that p∗1, p
∗
2, . . . , p

∗
c+1(∈ S∗) are contained in B(p). This

implies that d(p, p∗i ) <
costc(S∗)

2c
for each i = 1, 2, . . . , c+ 1. Since the distance function d(., .)
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p

q

r
costc(S∗)

2c

Figure 5.1: q ∈ B(p), but r /∈ B(p).

satisfies the triangle inequality, therefore, d(p∗1, p
∗
j) ≤ d(p∗1, p)+d(p, p∗j), for j = 2, 3, . . . , c+1

(see Figure 5.2). So, this further implies
∑c+1

j=2 d(p∗1, p
∗
j) ≤

∑c+1
j=2 d(p∗1, p) +

∑c+1
j=2 d(p, p∗j) <

2c× costc(S∗)
2c

= costc(S
∗). This leads to a contradiction that p∗1, p

∗
2, . . . , p

∗
c+1 ∈ S∗.

p∗1

p∗2

p∗3p∗c

p∗c+1

p

B(p)

Figure 5.2: Illustration of Lemma 5.1.1.

Observation 5.1.2. From Lemma 5.1.1, we observe that for any point p∗i ∈ S∗, B(p∗i )

contains less than c points of the set S∗ \ {p∗i }.
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Lemma 5.1.3. Let S ⊆ S∗. If there exists a point p ∈ P that is included in each ball in

B(S), then |S| ≤ c.

Proof. On the contrary, assume that |S| > c. Without loss of generality, assume that

S = {p∗1, p∗2, . . . , p∗c , p∗c+1}. So, each ball in B(S) = {B(p∗1), B(p∗2), . . . , B(p∗c), B(p∗c+1)} con-

tains p. Since p is contained in B(p∗1), B(p∗2), . . . , B(p∗c) and B(p∗c+1), therefore, each of

d(p∗1, p), d(p∗2, p), . . . , d(p∗c , p), d(p∗c+1, p) is less than costc(S∗)
2c

. Here, {p∗1, p∗2, . . . , p∗c , p∗c+1} ⊆ S∗.

So, B(p) contains c + 1 points, p∗1, p
∗
2, . . . , p

∗
c , p

∗
c+1, of the optimal set S∗, which is a contra-

diction to Lemma 5.1.1.

Now, consider a subset M ⊆ P of points such that c + 1 ≤ |M | < k, and costc(M) ≥
costc(S∗)

2c
. Let X = M ∩ S∗ and x = |X|. Let X = S∗ \X and M ′ = M \X. Without loss of

generality, assume that X = {p∗1, p∗2, . . . , p∗k−x}. Here, B(X) = {B(p∗1), B(p∗2), . . . , B(p∗k−x)}.

The following lemma states that there exists a point in the optimal set S∗ that is not in the

set M , i.e., p∗j ∈ X, such that the ball B(p∗j) contains less than c points of the set M , i.e.,

|B(p∗j) ∩M | < c.

Lemma 5.1.4. For some B(p∗j) ∈ B(X), |B(p∗j) ∩M | < c.

Proof. On the contrary, assume that B(p∗j) ∈ B(X) contains at least c points of the set

M for each j ∈ [1, k − x]. Note that B(X) = {B(p∗1), B(p∗2), . . . , B(p∗k−x)}. Construct a

bipartite graph G(B(X) ∪M,E) as follows: (i) B(X) and M are two partite vertex sets,

and (ii) (B(p∗j), u) ∈ E if and only if u ∈M is contained in B(p∗j) ∈ B(X) (see Figure 5.3).

Claim 5.1.1. For B(p∗t ) ∈ B(X), if |B(p∗t ) ∩ X| = w, then less than (c − w) balls in

B(X) \ {B(p∗t )} contain points of B(p∗t ) ∩M ′, i.e., there exist at most c − w − 1 balls in

B(X) \ {B(p∗t )} has non-empty intersection with B(p∗t ) ∩M ′.
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B(X) M = M ′ ∪X

X

B(p∗j )

u

M ′

Figure 5.3: G(B(X) ∪M,E).

Proof of the Claim. On the contrary, assume that more than (c − w) balls in B(X) \

{B(p∗t )} has non-empty intersection with B(p∗t )∩M ′. By Observation 5.1.2, B(p∗t ) contains

less than c points of the optimal set S∗ \ {p∗t}, and we know that B(p∗t ) contains w points of

the set X, so w < c. Therefore, c− w > 0. We assumed that each B(p∗ℓ) ∈ B(X) contains

at least c points of M , so |B(p∗t ) ∩M ′| ≥ c− w.

Without loss of generality, assume that each ball in {B(p∗1), B(p∗2), . . . , B(p∗c−w)} ⊆

B(X)\{B(p∗t )} contains some points of B(p∗t )∩M ′. Since each ball B(p∗ℓ) in {B(p∗1), B(p∗2), . . .

, B(p∗c−w)} contains some points of B(p∗t )∩M ′, therefore d(p∗ℓ , p
∗
t ) ≤ 2× costc(S∗)

2c
(see the red

dashed line in Figure 5.4). Let B(p∗t ) ∩ X = {p∗x1
, p∗x2

, . . . , p∗xw
} (all the blue points inside

the ball B(p∗t ) in Figure 5.4). Thus, the distance of each (blue) point of B(p∗t ) ∩X to p∗t is

less than or equal to costc(S∗)
2c

(see the blue dashed line in Figure 5.4).

Note that {p∗1, p∗2, . . . , p∗c−w, p
∗
t , p

∗
x1
, p∗x2

, . . . , p∗xw
} are in S∗, so the c-dispersion cost of p∗t

with respect to S∗, i.e., costc(p
∗
t , S

∗) ≤
∑w

j=1 d(p∗t , p
∗
xj

) +
∑c−w

ℓ=1 d(p∗t , p
∗
ℓ) ≤ w × costc(S∗)

2c
+

(c − w) × 2 × costc(S∗)
2c

= (2c − w) × costc(S∗)
2c

< costc(S
∗), which is a contradiction to the

optimality. See Figure 5.4 for an illustration of calculating the cost of p∗t with respect to S∗.

Thus, less than (c− w) balls in B(X) \ {B(p∗t )} contain points of B(p∗t ) ∩M ′. □
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p∗1

≤ 2× costc(S
∗)

2c

p∗x1

p∗xw

p∗2

p∗c−w

≤ costc(S
∗)

2c

p∗t

B(p∗t )
B(p∗1)

B(p∗2)

B(p∗c−w)

p∗ℓ

B(p∗ℓ)

Figure 5.4: c-dispersion cost of p∗t with respect to S∗

Now consider a ball B(p∗t ) ∈ B(X) that contains w (< c) points from the set X. Since

B(p∗t ) contains at least c points (by assumption), it implies |B(p∗t ) ∩M ′| ≥ c − w. By the

above claim, the points of B(p∗t )∩M ′ ( all the points of M ′ that are contained in B(p∗t )) are

contained in less than c−w balls in B(X) \ {B(p∗t )}. Let the set of balls in B(X) \ {B(p∗t )}

that contains points of B(p∗t ) ∩M ′ be denoted by Xp∗t . Consider the connected component

Cp∗t in G consisting of B(p∗t ), Xp∗t and B(p∗t )∩M ′. We denote the number of vertices of Cp∗t in

B(X) as αp∗t and the number of vertices of Cp∗t in B(p∗t )∩M ′ as βp∗t . Note that αp∗t = |Xp∗t |+1

and βp∗t ≥ c − w. As |Xp∗t | ≤ c − w − 1, αp∗t = |Xp∗t | + 1 ≤ (c − w − 1) + 1 ≤ c − w. This

further implies αp∗t ≤ c−w ≤ βp∗t . So, αp∗t ≤ βp∗t . We remove all such connected components

repeatedly (one by one) in G followed by X to construct G′ = (B(X) ∪M ′′,E′). Note that

B(X) ⊆ B(X) and M ′′ ⊆ M ′. Since |B(X)| + |X| = |S∗| = k and |X| + |M ′| = |M | < k,

therefore |B(X)| > |M ′|. While constructing G′ = (B(X)∪M ′′,E′), the number of vertices

removed from the partite set B(X) is at most the number of vertices removed from the
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partite set M ′. Therefore, |B(X)| > |M ′′|.

Now, we can ensure that the balls in B(X) never contained any points of the set X,

otherwise they would have been removed in the construction process of G′. Moreover,

by assumption, each ball in B(X) contains at least c points in the set M . Therefore, it

implies that each ball in B(X) contains at least c points in the set M ′. Furthermore, the

construction of G′ ensures that each ball in B(X) contains at least c points in the set M ′′

only.

Thus, the lemma follows from the fact that the degree of each vertex in B(X) is at least c

and the degree of each vertex in M ′′ is at most c (according to Lemma 5.1.3) in the bipartite

graph G′ = (B(X) ∪M ′′,E′), which leads to a contradiction as |B(X)| > |M ′′|.

Lemma 5.1.5. The running time of Algorithm 4 is O(max{nc+1, n3}).

Proof. In line number 1, the algorithm computes Sc+1 in a way that maximizes costc(Sc+1).

To compute it, the algorithm calculates costc(Sc+1) for each distinct subset Sc+1 ⊆ P sep-

arately. Therefore, the algorithm invests O
(

n
c+1

)
= O(nc+1) time to compute Sc+1 so that

costc(Sc+1) is maximized. Now, to choose a point in each iteration, the algorithm takes

O(n2) time. Here, the number of iterations is bounded by k ≤ n. So, to construct a set Sk

of size k from Sc+1, the algorithm takes O(n3) time. Thus, the overall time complexity is

O(max{nc+1, n3}).

Theorem 5.1.6. Algorithm 4 produces 2c-factor approximation result in polynomial time

for the c-dispersion problem.

Proof. Let I = (P, k) be an arbitrary input instance of the c-dispersion problem in a metric

space (X, d), where P = {p1, p2, . . . , pn} is the set of n points, and k ∈ [c+ 1, n] is a positive

integer. Let Sk and S∗ be an output of Algorithm 4 and an optimum solution, respectively,
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for instance I. To prove the theorem, we show that costc(S∗)
costc(Sk)

≤ 2c, i.e., costc(S∗)
2c

≤ costc(Sk).

Here, we use induction to show that costc(Si) ≥ costc(S∗)
2c

for each i = c + 1, c + 2, . . . , k.

Since Sc+1 is an optimum solution for c + 1 points (see line number 1 of Algorithm 4),

therefore costc(Sc+1) ≥ costc(S
∗) ≥ costc(S∗)

2c
holds. Now, assume that the condition holds

for each i such that c + 1 ≤ i < k. We will prove that the condition holds for (i + 1).

Consider Y = S∗ ∩ Si and Y = S∗ \ Y . Since i < k and Si ⊆ P such that costc(Si) ≥
costc(S∗)

2c
, therefore, there exists at least one ball B(p∗j) ∈ B(Y ) that contains less than c

points in Si (see Lemma 5.1.4). So, the distance of p∗j to one of the c closest points in Si

is greater than or equal to costc(S∗)
2c

. Now, we will show that the algorithm constructs a set

Si+1 in the (i + 1)-th iteration such that costc(Si+1) ≥ costc(S∗)
2c

. We use the following claim

to prove the above statement.

Claim 5.1.2. costc(Si ∪ {p∗j}) ≥
costc(S∗)

2c
.

Proof of the Claim. To prove that costc(Si∪{p∗j}) ≥
costc(S∗)

2c
, we need to ensure that the

c-dispersion cost of each point p ∈ Si∪{p∗j} with respect to Si∪{p∗j} is greater than or equal

to costc(S∗)
2c

, i.e., costc(p, Si ∪{p∗j}) ≥
costc(S∗)

2c
. Since the distance of p∗j to one of the c closest

points in Si is greater than or equal to costc(S∗)
2c

, therefore costc(p
∗
j , Si∪{p∗j}) ≥

costc(S∗)
2c

. Now,

we will show that the c-dispersion cost of an arbitrary point p (̸= p∗j) ∈ Si∪{p∗j} with respect

to Si ∪ {p∗j} is also greater than or equal to costc(S∗)
2c

. To prove costc(p, Si ∪ {p∗j}) ≥
costc(S∗)

2c
,

we consider the following two cases: Case (1) p∗j is not one of the c closest points of p in

Si ∪ {p∗j}, and Case (2) p∗j is one of the c closest points of p in Si ∪ {p∗j}. In Case (1), since

p belongs to the set Si and p∗j is not one of the c closest points of p in Si ∪ {p∗j}, therefore

costc(p, Si ∪ {p∗j}) ≥
costc(S∗)

2c
(by the definition of Si). In Case (2), suppose that p is not

contained in B(p∗j), then d(p, p∗j) ≥
costc(S∗)

2c
. This implies costc(p, Si ∪ {p∗j}) ≥

costc(S∗)
2c

.

Now if p is contained in B(p∗j), then at least one of the c closest points of p in Si ∪ {p∗j} is
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not contained in B(p∗j), otherwise it leads to a contradiction to Lemma 5.1.4. Assume that

q ∈ Si ∪ {p∗j} is one of the c closest points of p that is not contained in B(p∗j) (see Figure

5.5(a) and 5.5(b)). Thus, the sum of the distances from p to the c closest points in Si∪{p∗j}

is greater than d(p, p∗j) + d(p, q) ≥ d(p∗j , q) ≥ costc(S∗)
2c

(in both cases of Figure 5.5(a) and

5.5(b)). So, costc(p, Si ∪ {p∗j}) ≥
costc(S∗)

2c
. Therefore, costc(Si ∪ {p∗j}) ≥

costc(S∗)
2c

. □

p∗j p∗j

pp
q

q

B(p∗j ) B(p∗j )

Figure 5.5: p ∈ B(p∗j ), and q /∈ B(p∗j ).

By the above claim, we know that there exists a point p∗j ∈ Y , such that costc(Si∪{p∗j}) ≥
costc(S∗)

2c
. Since the algorithm always selects a point (see line number 3 of Algorithm 4) that

maximizes costc(Si+1), therefore it will always select a point in the (i + 1)-th iteration to

construct a set Si+1 whose c-dispersion cost is greater than or equal to the c-dispersion cost

of Si ∪ {p∗j}, i.e., costc(Si+1) ≥ costc(Si ∪ {p∗j}) ≥
costc(S∗)

2c
.

With the help of Lemma 5.1.1, Lemma 5.1.3 and Lemma 5.1.4, costc(Si+1) ≥ costc(S∗)
2c

and thus the condition holds for (i+1). Also, Lemma 5.1.5 says that Algorithm 4 computes

Sk in polynomial time. Therefore, Algorithm 4 produces 2c-factor approximation result in

polynomial time for the c-dispersion problem.
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5.2 A Parameterized Reduction

In this section, we prove that the c-dispersion problem in a metric space (X, d) parame-

terized by the solution size k is W [1]-hard. We show a parameterized reduction from the

k-independent set problem parameterized by the solution size k (known to be W [1]-hard [43])

to the c-dispersion problem in a metric space (X, d) parameterized by the solution size k.

We define a parameterized version of both problems as follows.

k-Independent Set Problem

Instance: A graph G = (V,E) and a positive integer k.

Parameter: k.

Problem: Does there exist an independent set of size k in G ?

c-Dispersion Problem

Instance: A set P of n locations and a positive integer k.

Parameter: k.

Problem: Given a bound 2c, does there exist S ⊆ P of size k such that costc(S) is 2c ?

Theorem 5.2.1. The c-dispersion problem in a metric space (X, d) parameterized by the

solution size k is W [1]-hard.

Proof. We prove this by giving a parameterized reduction from the k-independent set prob-

lem parameterized by the solution size k in simple undirected graphs to the c-dispersion

problem in a metric space (X, d) parameterized by the solution size k. Now, we present

a method to construct an instance of the c-dispersion problem from an instance of the

k-independent set problem in polynomial time.
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Let G = (V,E) be an arbitrary instance of the k-independent set problem. Here,

V = {v1, v2, . . . , vn}. We construct an instance of the c-dispersion problem from the given

instance of the k-independent set problem. We use the set V of vertices of G as a set of

locations P , i.e., P = {pi | vi ∈ V } of n points. The distance between the points pi, pj ∈ P

as follows: d(pi, pj) = 1 if (vi, vj) ∈ E, and d(pi, pj) = 2, otherwise. Note that the distance

function satisfies the triangle inequality. Thus, the entire process of constructing an instance

of the c-dispersion problem in a metric space takes polynomial time.

Claim 5.2.1. G has an independent set of size k if and only if there exists S ⊆ P of size

k, such that costc(S) = 2c.

Proof of the Claim. Necessity: Let I ⊆ V be an independent set of G such that |I| = k.

We construct a set S ⊆ P by selecting k points in P that correspond to the vertices in

I, i.e., S = {pi|vi ∈ I}. Note that |S| = k. Since I is an independent set, therefore, by

the construction of an instance of the c-dispersion problem from G, the distance between

any two points in S is 2. This implies that for each p ∈ S, costc(p, S) = 2c. Therefore,

costc(S) = 2c.

Sufficiency: Suppose that there exists a S ⊆ P of size k, such that costc(S) = 2c. Since

costc(S) = 2c, this implies that there exists a point p ∈ S such that costc(p, S) = 2c and for

all q ∈ S\{p}, costc(q, S) ≥ costc(p, S) = 2c. Now, for a point q ∈ S\{p}, if costc(q, S) > 2c,

then according to the pigeonhole principle, the distance of q to one of the c closest points

in S is greater than 2, which is not possible according to our construction of an instance of

the c-dispersion problem. So, for all points q ∈ S, costc(q, S) = 2c. Now, we can create a

set I ⊆ V by selecting the vertices corresponding to each point in S, i.e., I = {vi | pi ∈ S}.

Since the distance between each pair of points is 2, therefore there does not exist any edge

in I. Thus, I ⊆ V is an independent set of size k. □
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Since the k-independent set problem parameterized by the solution size k is W [1]-hard,

therefore, the reduction in the above claim proves that the c-dispersion problem in a metric

space (X, d) parameterized by the solution size k is also W [1]-hard.

5.3 Conclusion

We studied the c-dispersion problem in a metric space. We presented a polynomial-time

2c-factor approximation algorithm for the c-dispersion problem in a metric space, which

is an improvement over the previous best approximation factor 2c2 [3]. For c = 1, the

proposed algorithm produces a 2-factor approximation result, which matches the best known

result [70, 76]. We further studied the hardness of the c-dispersion problem in the domain

of parameterized complexity and proved that the c-dispersion problem in a metric space is

W[1]-hard parameterized by the solution size k.

;;=8=<<
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6
Convex 1-Dispersion Problem

In this chapter, we study a variant of the 1-dispersion problem, where a set of locations is

the vertices of a convex polygon. This variant of the 1-dispersion problem is referred to as

the convex 1-dispersion problem and is defined as follows.
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Convex 1-Dispersion Problem: Given a set P = {p1, p2, . . . , pn} of n vertices of a

convex polygon in anti-clockwise order, the Euclidean distance d(p, q) between each pair

of vertices p, q ∈ P , the objective of the convex 1-dispersion problem is to find a subset

S ⊆ P of size k such that the cost of a subset S, cost(S) = min{d(p, q) | p, q ∈ S}, is

maximized.

6.0.1 Overview of the Chapter

Goal of the Chapter. (i) Designing O(n3) time algorithm for the convex 1-dispersion

problem for k = 4, and (ii) designing a
√

3 (≈ 1.733)-factor approximation algorithm for

the convex 1-dispersion problem.

Organization of the Chapter. The remainder of the Chapter is organized as follows: in

Section 6.1, we design an iterative algorithm for the convex 1-dispersion problem for k = 4,

which produces an optimal solution in O(n3) time. In Section 6.2, we propose a
√

3-factor

approximation result for the convex 1-dispersion problem, and finally conclude the chapter

in Section 6.3.

6.1 Convex 1-Dispersion Problem for k = 4

In this section, we propose an iterative algorithm for the convex 1-dispersion problem for

k = 4. To discuss the algorithm in detail, we introduce a few definitions that are required

in the design and analysis of the algorithm.
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6.1.1 Preliminaries

Let P = {p1, p2, . . . , pn} be a set of n vertices of a convex polygon in anti-clockwise order,

and for the pair (pi, pj) of vertices in P , we define Lij ⊆ P as the subset of vertices to

the left of the line segment pipj, i.e., all vertices encountered in counter clockwise order

traversing from pi to pj (excluding pi and pj). Similarly, we define Rij ⊆ P for the pair

(pi, pj) of vertices as the subset of vertices to the right of the line segment pipj, i.e., all

vertices encountered in the clockwise order traversing from pi to pj (excluding pi and pj).

See Figure 6.1(a) for an illustration of both definitions. Now, for the pair (pi, pj), we define

an assisting subset Aij ⊆ P as the set of vertices where the distance of each vertex in Aij

from both pi and pj is greater than or equal to d(pi, pj), i.e., Aij = {pℓ ∈ P | d(pi, pℓ) ≥

d(pi, pj) ∧ d(pj, pℓ) ≥ d(pi, pj)}.

pi

pj

Lij

Rij

pi

pj

Lij

(a) (b)

pipj
pipj

Figure 6.1: (a) Lij, Rij for the pair (pi, pj) ∈ P , and (b) Rij = ϕ

For the pair (pi, pj) ∈ P , we define a supporting subset Sij ⊆ P of four vertices such

that cost(Sij) = d(pi, pj) and {pi, pj} ⊆ Sij. Note that a supporting subset does not need

to exist for each pair of vertices. For example, in the convex polygon in Figure 6.2, there is

no supporting subset Sij for the pair (pi, pj) as there are no vertices in the polygon whose

90
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distance from both pi and pj is greater than or equal to d(pi, pj). Furthermore, we define

the types of supporting subsets for the pair (pi, pj) depending on the positions of both pi

and pj. If there exists a supporting subset Sij = {pi, pj, pk, pℓ} for the pair (pi, pj), then

there are three possible orientations for Sij (see Figure 6.3).

pi

pj

Lij

Rij

Figure 6.2: Sij does not exist for the pair (pi, pj)

pi
pi pi

pj

pj

pj

(a) (b) (c)
pk

pk

pkpℓ

pℓ
pℓ

Lij

LijLij

Rij Rij

Rij

Figure 6.3: (a) pk and pℓ are in Lij, (b) pk and pℓ are in Rij, and (c) pk is in Lij and pℓ is in
Rij

In Figure 6.3(a) (resp. 6.3(b)), both pk and pℓ are in Lij (resp. Rij). We say such Sij as

a one-sided supporting subset for the pair (pi, pj). On the other hand, in Figure 6.3(c), both

pk and pℓ are not together either in Lij or Rij. We say such Sij as a two-sided supporting

subset for the pair (pi, pj).
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6.1.2 Algorithm

In this section, we present an iterative algorithm for the convex 1-dispersion problem, where

k = 4. Now, we discuss the outline of our algorithm, which is as follows. Let I = (P, 4) be an

arbitrary instance of the convex 1-dispersion problem. Our algorithm starts by initializing

a variable max, which is used to compare costs in each iteration.

We discuss in detail all the steps involved in an iteration for the pair (pi, pj) ∈ P . Assume

that d(pi, pj) = ρ. If ρ is less than or equal to the current value of max, then the algorithm

does not iterate for the pair (pi, pj). Otherwise, the algorithm iterates and decides whether

there exists a supporting subset or not. If a supporting subset exists, then max is updated

to ρ, else the algorithm proceeds with the other pair of vertices in P . To discuss all steps

in an iteration for the pair (pi, pj) ∈ P , we assume that d(pi, pj) = ρ is greater than the

current value of max, i.e., ρ > max.

Step (i) First, we traverse P in the clockwise order from pi in Rij till it finds a vertex pu that

belongs to Aij. Next, we traverse P in counter clockwise order from pj in Rij until we find a

vertex pv that belongs to Aij. Thereafter, the algorithm compares the distance between pu

and pv, if d(pu, pv) ≥ ρ, then there exists a one-sided supporting subset Sij = {pi, pj, pu, pv},

else we select pu in {pu, pv}, and further traverse in clockwise order from pu in Ruv, till we

either find a vertex pr such that d(pu, pr) ≥ ρ or d(pv, pr) ≥ ρ, or finally encounters pv. If

there exists a vertex pr, then we have a one-sided supporting subset Sij = {pi, pj, pr, pu/pv};

otherwise there does not exist any two vertices in Rij using which we can construct a

one-sided supporting subset (see Lemma 6.1.2). In the case of a non-existing one-sided

supporting subset using vertices in Rij, we perform the following step.

Step (ii) First, we traverse P in the counter clockwise order from pi in Lij till we find

a vertex ps that belongs to Aij. Next, we traverse P in clockwise order from pj in Lij
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until we find a vertex pt that belongs to Aij. Thereafter, the algorithm compares the

distance between ps and pt, if d(ps, pt) ≥ ρ, then there exists a one-sided supporting subset

Sij = {pi, pj, ps, pt}, else we select ps in {ps, pt}, and further traverse in the counter clockwise

order from ps in Lst, until we either find a vertex pw such that d(ps, pw) ≥ ρ or d(pt, pw) ≥ ρ,

or finally encounter pt. If there exists a vertex pw, then we have a one-sided supporting

subset Sij = {pi, pj, pw, ps/pt}; otherwise there does not exist any two vertices in Lij using

which we can construct a one-sided supporting subset (see Lemma 6.1.3). In the case of

a non-existing one-sided supporting subset using vertices in Lij, we perform the following

step.

Step (iii) So after ensuring that there does not exist any one-sided supporting subset for

the pair (pi, pj), we try to find a two-sided supporting subset for the pair (pi, pj) by checking

whether one of d(pu, ps), d(pu, pt), d(pv, ps), d(pv, pt) is greater than or equal to ρ or not. If

so, then there exists a two-sided supporting Sij = {pi, pj, pu/pv, ps/pt}; otherwise, there

does not exist a two-sided supporting subset Sij for the pair (pi, pj) (see Lemma 6.1.4 and

Corollary 6.1.4.1).

We iterate the above steps for each pair of vertices in P and return a maximum cost

supporting subset. See the pseudocode of the algorithm in Algorithm 5.

Observation 6.1.1. For a pair (pi, pj), if pu ∈ Rij (resp. pt ∈ Lij) is the first vertex

encountered traversing in clockwise order from pi (resp. pj) and pv ∈ Rij (resp. ps ∈ Lij)

is the first vertex encountered traversing in counter clockwise order from pj (resp. pi), then

Ruv ⊆ Rij (resp. Lst ⊆ Lij). See Figure 6.4 for an illustration of the observation.

Consider the following scenario where pu is the first vertex encountered traversing in

clockwise order from pi and pv is the first vertex encountered traversing in counter clockwise

order from pj such that both pu and pv belong to Aij. Note that {pu, pv} ∈ Rij. Similarly,
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Algorithm 5 Convex 1-Dispersion Algorithm(P, 4)

Input: A set P = {p1, p2, . . . , pn} of n vertices of a convex polygon.
Output: An optimal subset Sij ⊆ P and cost(Sij).

1: max← 0
2: for each pair (pi, pj) ∈ P do
3: d(pi, pj) = ρ
4: if ρ > max then
5: if Rij ̸= ϕ then
6: Traverse in the clockwise (resp. counter clockwise ) order from pi (resp. pj) in Rij

till finds a vertex pu (resp. pv) that belongs to Aij ( if exists ).
7: if d(pu, pv) ≥ ρ then
8: max ← ρ, Sij = {pi, pj , pu, pv}, continue;
9: else

10: Traverse in the clockwise order from pu in Ruv (till we encounter pv), or finds a
vertex pr ∈ Ruv such that d(pu, pr) ≥ ρ or d(pv, pr) ≥ ρ ( if exists ).

11: if d(pu, pr) ≥ ρ or d(pv, pr) ≥ ρ, then max ← ρ, Sij = {pi, pj , pr, pu/pv},
continue;

12: end if
13: end if
14: end if
15: if Lij ̸= ϕ then
16: Traverse in the counter clockwise (resp. clockwise) order from pi (resp. pj) in Lij

till finds a vertex ps (resp. pt) that belongs to Aij ( if exists ).
17: if d(ps, pt) ≥ ρ then
18: max ← ρ, Sij = {pi, pj , ps, pt}, continue;
19: else
20: Traverse in the counter clockwise order from ps in Lst (till we encounter pt), or

finds a vertex pw ∈ Lst such that d(ps, pw) ≥ ρ or d(pt, pw) ≥ ρ (if exists ).
21: if d(ps, pw) ≥ ρ or d(pt, pw) ≥ ρ, then max ← ρ, Sij = {pi, pj , pw, ps/pt},

continue;
22: end if
23: end if
24: end if
25: if (pu == pv and ps == pt) or (d(pu, ps) ≥ ρ or d(pu, pt) ≥ ρ or d(pv, ps) ≥ ρ or

d(pv, pt) ≥ ρ) then
26: max ← ρ, Sij = {pi, pj , pu/pv, ps/pt}.
27: end if
28: end if
29: end for
30: return Sij and max
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pupi

pj
pv

ps

pt

Rij
Ruv

Lij

Lst

Figure 6.4: Illustration of Observation 6.1.1

ps is the first vertex encountered traversing in counter clockwise order from pi and pt is

the first vertex encountered traversing in clockwise order from pj such that both ps and pt

belong to Aij. Note that {ps, pt} ∈ Lij.

Lemma 6.1.2. If there exists any one-sided supporting subset Sij such that other vertices

apart from pi and pj of Sij belong to Rij, then there must exist a one-sided supporting

subset S ′
ij that contains pu and/or pv.

Proof. Let Sij be a one-sided supporting subset such that other vertices apart from pi and

pj of Sij belong to Rij. Let d(pi, pj) = ρ. Now, we will show that there exists a one-

sided supporting subset S ′
ij that contains pu and/or pv. Note that pu is the first vertex

encountered traversing in clockwise order from pi and pv is the first vertex encountered

traversing in counter clockwise order from pj such that both pu and pv belong to the set Aij.

Now, if d(pu, pv) ≥ ρ, then S ′
ij = {pi, pj, pu, pv} is a one-sided supporting subset containing

both pu and pv. Now, if d(pu, pv) < ρ, then S ′
ij = {pi, pj, pu, pv} is not a supporting

subset. By assumption, we know that there exists Sij, so now we will show that there

exists a one-sided supporting subset S ′
ij that contains pu or pv. Let Sij = {pi, pj, pk, pℓ}.

Without loss of generality, assume that pk is encountered before pℓ if traversed in clockwise

order from pu. To show that S ′
ij is a supporting subset containing either pu or pv, we
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consider a line ℓ1 passing through both pi and pu, and a line ℓ2 passing through both pj

and pv, respectively. Since d(pu, pv) < d(pi, pj), therefore ℓ1 and ℓ2 are not parallel to each

other (see Figure 6.5). Let q be the intersection point of ℓ1 and ℓ2. Since the polygon is

convex, therefore, both pk and pℓ are within the triangle △puqpv. By assumption, both

pk and pℓ belong to Sij, so d(pk, pℓ) ≥ ρ. Now if min{d(pu, pk), d(pv, pℓ)} = d(pu, pk),

then d(pu, pℓ) > d(pk, pℓ) ≥ ρ, and so S ′
ij = {pi, pj, pu, pℓ} is a one-sided supporting subset

containing pu. Similarly, if min{d(pu, pk), d(pv, pℓ)} = d(pv, pℓ) then d(pv, pk) > d(pk, pℓ) ≥

ρ, and so S ′
ij = {pi, pj, pv, pk} is a one-sided supporting subset containing pv.

pi

pj

pu

pv

pk pℓ

ℓ1

ℓ2
q

Figure 6.5: Illustration of Lemma 6.1.2

Lemma 6.1.3. If there exists any one-sided supporting subset Sij such that other vertices

apart from pi and pj of Sij belong to Lij, then there must exists a one-sided supporting

subset S ′
ij that contains ps and/or pt.

Proof. Similar to the proof of Lemma 6.1.2.

Lemma 6.1.4. Sij = {pi, pj, pu/pv, ps/pt} is a two-sided supporting subset.

Proof. Without loss of generality, assume that Sij = {pi, pj, pu, ps} is not a two-sided sup-

porting subset. Since Sij is not a two-sided supporting subset and {pu, ps} ∈ Aij, therefore it
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implies that d(ps, pu) < d(pi, pj). Now consider a triangle△pspipu, since d(pi, pu) ≥ d(pi, pj),

d(pi, ps) ≥ d(pi, pj) and d(ps, pu) < d(pi, pj), therefore ∠pspipu < 60◦. Similarly, we can

prove that ∠pspjpu < 60◦. Now consider a triangle △pipupj, since d(pi, pu) ≥ d(pi, pj) and

d(pj, pu) ≥ d(pi, pj), therefore ∠pipupj ≤ 60◦. Similarly, we can prove that ∠pipspj ≤ 60◦.

Now, consider the quadrilateral ♢pspipupj, the sum of the four angles of the quadrilat-

eral ♢pspipupj is less than 360◦. This is in contradiction to the fact that the sum of the

four angles of the quadrilateral is 360◦. So, we conclude that d(pu, ps) ≥ d(pi, pj). Thus,

Sij = {pi, pj, pu, ps} is a two-sided supporting subset. Using a similar argument, we can

prove that Sij = {pi, pj, pu, pt}, Sij = {pi, pj, pv, pt} and Sij = {pi, pj, pv, ps} are also a

two-sided supporting subset.

Now, consider the following scenario where pv = pu and pt = ps such that both pv and

pt belong to Aij.

Corollary 6.1.4.1. Sij = {pi, pj, pv, pt} is a two-sided supporting subset.

Proof. Similar to the proof of Lemma 6.1.4.

Lemma 6.1.5. For any pair (pi, pj), if d(pi, pj) is greater than the current value of max

and there exists a supporting subset Sij, then Algorithm 5 always updates max = d(pi, pj).

Proof. Let for the pair (pi, pj), d(pi, pj) be greater than the current value of max and there

is a supporting subset Sij. We know that the algorithm first finds whether there exists a

one-sided supporting subset and only if it does not exist, then the algorithm tries to find a

two-sided supporting subset.

Now, we will show that the algorithm updates max = d(pi, pj) if there exists a (i)

one-sided supporting subset and/or (ii) two-sided supporting subset.
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For case (i), let Sij be a one-sided supporting subset. Without loss of generality, assume

that other vertices apart from pi and pj of Sij belong to the set Rij. By Lemma 6.1.2,

we know that if there exists any one-sided supporting subset Sij, then there exists a one-

sided supporting subset S ′
ij that contains pu and/or pv, where pu ∈ Rij is the first vertex

encountered traversing in clockwise order from pi and pv ∈ Rij is the first vertex encountered

traversing in counter clockwise order from pj such that {pu, pv} ∈ Aij. Now, if d(pu, pv) ≥

d(pi, pj), then S ′
ij = {pi, pj, pu, pv} is a one-sided supporting subset. Thus, max = d(pi, pj)

is updated in line number 8 of Algorithm 5. Now, if d(pu, pv) < d(pi, pj), then S ′
ij =

{pi, pj, pu, pv} is not a supporting subset. By assumption, we know that there exists a one-

sided supporting subset, so let Sij = {pi, pj, pk, pℓ} be a one-sided supporting subset. Note

that {pk, pℓ} belongs to Rij. So, by Lemma 6.1.2, S ′
ij = {pi, pj, pu, pℓ} or S ′

ij = {pi, pj, pv, pk}

is a one-sided supporting subset. Since the algorithm traverses in clockwise order from pu,

it eventually encounters pk or pℓ. Thus, max = d(pi, pj) is updated in line number 11 of

Algorithm 5.

For case (ii), since there does not exist a one-sided supporting subset for the pair (pi, pj),

therefore, the algorithm further tries to find a two-sided supporting subset. Let Sij be a

two-sided supporting subset for the pair (pi, pj). We know that in the process of finding a

one-sided supporting subset for the pair (pi, pj), the algorithm traversed in clockwise (resp.

counter clockwise) order from pi (resp. pj) in Rij and found pu (resp. pv). Here, both pu and

pv belong to the set Aij. Similarly, the algorithm traversed in counter clockwise order (resp.

clockwise) from pi (resp. pj) in Lij and found ps (resp. pt). Here, both ps and pt belong

to the set Aij. So, by Lemma 6.1.4, Sij = {pi, pj, pu/pv, ps/pt} is a two-sided supporting

subset. Thus, max = d(pi, pj) is updated in line number 26 of Algorithm 5. Moreover, if

pv = pu and pt = ps, then Sij = {pi, pj, pv, pt} is a two-sided supporting subset (by Corollary

6.1.4.1), and max = d(pi, pj) is updated in line number 26 of Algorithm 5.

98



Convex 1-Dispersion Problem for k = 4

Lemma 6.1.6. The running time of Algorithm 5 is O(n3).

Proof. Algorithm 5 iterates over all the pair of vertices in P and updates the value of max

in each iteration. So, to find a supporting subset in each iteration, the algorithm needs to

visit all the vertices in P . Thus, finding a supporting subset in an iteration requires O(n)

time. Therefore, the running time of Algorithm 5 is O(n3).

Theorem 6.1.7. Algorithm 5 produces an optimal result in O(n3) time for the convex

1-dispersion problem where k = 4.

Proof. Let S∗ = {p∗o, p∗r, p∗s, p∗t} ⊆ P be an optimal solution and Sij = {pi, pj, pk, pℓ} ⊆ P

be a solution returned by Algorithm 5 for instance I = (P, 4). We know that cost(S∗) =

max
S⊆P
|S|=4

{cost(S)} and let p∗o ∈ S∗ be a solution vertex and p∗r be the closet vertex of p∗o in S∗.

So, cost(S∗) = d(p∗o, p
∗
r). Now, we will show that cost(Sij) = cost(S∗).

Let cost(Sij) ̸= cost(S∗). So, cost(Sij) < cost(S∗). We know that Algorithm 5 iterated

for each pair of vertices in P , so it also iterated for the pair (p∗o, p
∗
r). Since there exists a

supporting subset Sor = {p∗o, p∗r, p∗s, p∗t}, therefore, by Lemma 6.1.5 the value of max must

be updated to d(p∗o, p
∗
r) in some iteration of the algorithm. Since our algorithm returns a

supporting subset Sij = {pi, pj, pk, pℓ}, therefore d(pi, pj) must be greater than the value

of max in one of the iterations of the algorithm. So, d(pi, pj) > (p∗o, p
∗
r). Thus, it implies

cost(Sij) > cost(S∗), which is a contradiction that S∗ is an optimal solution. Therefore,

cost(Sij) = cost(S∗).
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6.2
√
3-Factor Approximation Result for the Convex

1-Dispersion Problem

In this section, we propose a
√

3-factor approximation algorithm for the convex 1-dispersion

problem. The algorithm is based on a greedy approach. We explain the algorithm briefly as

follows. Let I = (P, k) be an arbitrary instance of the convex 1-dispersion problem, where

P = {p1, p2, . . . , pn} is the set of n vertices of a convex polygon in anti-clockwise order and

k is a positive integer. We use Si(⊆ P ) to denote a set of points of size i. Initially, we start

the algorithm S2 ⊆ P containing 2 points as a subset of the solution set. Let α = cost(S2).

Now, we add a point from P \S2 to S2 to get S3 such that cost(S3) ≥ α√
3
. Next, for the i-th

iteration, the algorithm adds a point to the set Si to obtain Si+1, i.e., if we have a solution

set Si such that cost(Si) ≥ α√
3
, then the algorithm adds a point to Si to obtain a set Si+1

of size i + 1 such that cost(Si+1) ≥ α√
3
. We stop this iterative method if we have Sk or no

more point addition is possible. We repeat the above process for each distinct S2 ⊆ P and

report the solution for which the cost value is maximum.

Let S∗ ⊆ P be an optimal solution and Sk ⊆ P be a solution returned by Algorithm 6

for a given instance (P, k) of the convex 1-dispersion problem. A point p∗o ∈ S∗ is said to be

a solution point if cost(S∗) is defined by p∗o, i.e., cost(S
∗) = d(p∗o, p

∗
r) such that (i) p∗r ∈ S∗,

and (ii) p∗r is the closest point of p∗o in S∗. Let α = cost(S∗) and ρ = α√
3
. For each point

p ∈ P , an open disk centered at p is defined as follows: D(p) = {q ∈ R2 | d(p, q) < ρ}.

Lemma 6.2.1. Let S2 = {p∗o, p∗r} in line number 2 of Algorithm 6. For each iteration

i ∈ [2, k − 1), if the algorithm adds pi to Si to construct Si+1, then there exist at least

(k − i− 1) points in S∗ \ Si+1 such that the distance of each (k − i− 1) point from all the

points in Si+1 is greater than or equal to ρ.
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Algorithm 6 Convex 1-Dispersion Algorithm(P, k)

Input : A set P of n vertices of a convex polygon and an integer k.
Output: A subset Sk ⊆ P such that |Sk| = k and β =cost(Sk).

1: β ← 0
2: for each subset S2 ⊆ P consisting of 2 points do
3: Set α← cost(S2)
4: Set ρ← α√

3
5: if ρ > β then
6: flag ← 1, i← 2
7: while i < k and flag ̸= 0 do
8: flag ← 0
9: choose a point p ∈ P \ Si (if possible) such that cost(Si ∪ {p}) ≥ ρ and

cost(p, Si) = minq∈P\Si
cost(q, Si).

10: if such point p exists in step 9 then
11: Si+1 ← Si ∪ {p}
12: i← i + 1, flag ← 1
13: end if
14: end while
15: if i = k then
16: Sk ← Si and β ← ρ
17: end if
18: end if
19: end for
20: return (Sk, β)

Proof. Base Case. For i = 2. Let p3 be added to S2 to construct S3. Based on the type of

points, we classify p3 in the following two cases: Case (i) p3 ∈ S∗, and Case (ii) p3 /∈ S∗. For

Case (i), from the definition of the optimal set S∗, all k − 3 points of S∗ \ S3 have distance

greater than or equal to ρ with respect to each point in S3. For Case (ii), if there does not

exist at least (k−2−1) = k−3 points of S∗\S3 such that their distances from all the points

in S3 is greater than or equal to ρ, then there exist at least two points of S∗ \ S3 present

in D(p3). Without loss of generality, assume that two points p∗j and p∗k are in D(p3). Since

both p∗j and p∗k are in D(p3), therefore d(p3, p
∗
j) < ρ = α√

3
and d(p3, p

∗
k) < ρ = α√

3
. Note that

both p∗j , p
∗
k ∈ S∗. So, d(p∗j , p

∗
k) ≥ α. Thus, ∠p∗jp3p

∗
k >

2π
3

(see Figure 6.6(a)). Since p∗o, p
∗
r, p

∗
j
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and p∗k are in S∗, the mutual distance between them is greater than or equal to α. The

algorithm selected p3 in iteration 3 of Algorithm 6 and added to the set S2 to construct S3,

this implies that the minimum distance of p3 from the points in S2 must be less than or equal

to the minimum distance of p∗j from the points in S2. We assumed that p∗j is in D(p3). Now,

consider a △p∗op3p
∗
j , where d(p∗o, p

∗
j) ≥ d(p∗o, p3) and d(p∗o, p

∗
j) ≥ d(p3, p

∗
j), then ∠p∗op3p

∗
j ≥ π

3

(see Figure 6.6(b)). Thus, the internal angle at p3 is greater than 2π
3

+ π
3

= π. This leads

to the contradiction that the internal angle of a convex polygon is greater than π. Similar

arguments will also justify the case for p∗r. Thus, there exist at least (k − 2 − 1) = k − 3

points of S∗ \ S3 such that their distances from all points in S3 are greater than or equal to

ρ.

p3

p∗j

p∗k

D(p3)

> 2π
3

p3

p∗j

p∗k

D(p3)

> 2π
3

(a) (b)

≥ π
3

p∗o

Figure 6.6: Illustration of Base Case

Now, assume that the condition is true for 3 ≤ i ≤ k − 3. We will show that it is

true for k − 2. Let pk−1 be added to Sk−2 to construct Sk−1 in (k − 2)-th iteration. We

know by hypothesis that there exist at least (k − (k − 3)− 1) = 2 points of S∗ \ Sk−3 after

the (k − 3)-th iteration such that their distances from all the points in Sk−3 are greater

than or equal to ρ. Without loss of generality, assume that p∗u and p∗v are two points of

S∗ \ Sk−3 that satisfy the above condition. Based on the type of points, we classify pk−1

in the following two cases: Case (i) pk−1 ∈ S∗ and Case (ii) pk−1 /∈ S∗. For Case (i), from

102



√
3-Factor Approximation Result for the Convex 1-Dispersion Problem

the definition of the optimal set S∗ and the induction hypothesis, there exists at least 1

point of S∗ \Sk−2 after the (k− 2)-th iteration such that their distances from all the points

in Sk−2 are greater than or equal to ρ. For Case (ii), as pk−2 ̸= p∗u and pk−2 ̸= p∗v, and

if there does not exist a point of S∗ \ Sk−2 after the (k − 2)-th iteration such that their

distances from all the points in Sk−2 are greater than or equal to ρ, then both p∗u and p∗v

are in D(pk−1). Since both p∗u and p∗v are in D(pk−1), therefore d(pk−1, p
∗
u) < ρ = α√

3
and

d(pk−1, p
∗
v) < ρ = α√

3
. Note that both p∗u, p

∗
v ∈ S∗. So, d(p∗u, p

∗
v) ≥ α. Thus, ∠p∗upk−1p

∗
v >

2π
3

(see Figure 6.7(a)). The algorithm selected pk−1 in the (k−2)-th iteration and added to the

set Sk−2 to construct Sk−1, this implies that the minimum distance of pk−1 from the points in

Sk−2 must be less than or equal to the minimum distance of p∗u from the points in Sk−2, i.e.,

minq∈Sk−2
{d(pk−1, q)} ≤ minq∈Sk−2

{d(p∗u, q)}. Let ps ∈ Sk−2 be the closest point of pk−1 and

pt ∈ Sk−2 be the closest point of p∗u. So, d(ps, pk−1) ≤ d(pt, p
∗
u) ≤ d(ps, p

∗
u). Now consider

△pspk−1p
∗
u, where d(ps, p

∗
u) ≥ d(ps, pk−1) and d(ps, p

∗
u) ≥ d(pk−1, p

∗
u), then ∠pspk−1p

∗
u ≥ π

3

(see Figure 6.7(b)). Thus, the internal angle at pk−1 is greater than 2π
3

+ π
3

= π. This leads

to the contradiction that the internal angle of a convex polygon is greater than π. Thus,

there exists at least (k − (k − 2)− 1) = 1 point of S∗ \ Sk−2 such that their distances from

all points in Sk−2 are greater than or equal to ρ.

pk−1

p∗u

p∗v

D(pk−1)

> 2π
3

pk−1

p∗u

p∗v

D(pk−1)

> 2π
3

(a) (b)

≥ π
3

ps

pt

Figure 6.7: Illustration of Inductive Step
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Lemma 6.2.2. The running time of Algorithm is O(n4).

Proof. Algorithm 6 iterates over all the pair of vertices in P independently, and for each

pair, the algorithm try to compute the solution set of size k. The algorithm iterates k

times, and in each iteration selects a point based on the greedy choice (see line number 9

of Algorithm 6). Now, for choosing a point in each iteration, algorithm takes O(n) time.

Note that k(≤ n). So, to constrict a set Sk of size k, algorithm takes O(n2) time. Hence,

the overall time complexity of Algorithm 6 is O(n4).

Theorem 6.2.3. Algorithm 6 produces a
√

3-factor approximation result for the convex

1-dispersion problem in polynomial time.

Proof. Now, consider the case where S2 = {s∗o, s∗r} in line number 2 of Algorithm 6. Our

objective is to show that if S2 = {s∗o, s∗r} in line number 2 of Algorithm 6, then it computes

a solution set Sk of size k such that cost(Sk) ≥ ρ. Note that any other solution returned by

Algorithm 6 has a cost better than ρ. Therefore, it is sufficient to prove that if S2 = {s∗o, s∗r}

in line number 2 of Algorithm 6, then the size of Sk (updated) in line number 16 of Algorithm

6 is k and cost(Sk) ≥ ρ, since every time Algorithm 6 added a point (see line number 11)

to the set with the property that the cost of the updated set is greater than or equal to ρ.

Therefore, we consider S2 = {s∗o, s∗r} in line number 2 of Algorithm 6.

By Lemma 6.2.1, we can ensure that if the algorithm starts from S2 = {s∗o, s∗r}, then

after (k − 2)-th iteration there exists at least k − (k − 2) − 1 = 1 point of S∗ \ Sk−2 such

that their distances from all points in Sk−2 is greater than or equal to ρ. Without loss of

generality, assume that p∗t ∈ S∗ \ Sk−2 is a point that satisfies the above condition.
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Conclusion

Observation 6.2.4. cost(Sk−2 ∪ {p∗t}) ≥ ρ.

Since there exists at least one point p∗t ∈ S∗ \ Sk−2 such that cost(Sk−2 ∪ {p∗t}) ≥ ρ,

therefore, Algorithm 6 will always choose a point (see line number 9) in (k− 1)-th iteration

such that cost(Sk) ≥ ρ. So, we can conclude that cost(Sk) ≥ ρ. Also, Lemma 6.2.2 says

that Algorithm 6 computes Sk in O(n4) time. Therefore, Algorithm 6 produces a
√

3-factor

approximation result for the convex 1-dispersion problem in polynomial time.

6.3 Conclusion

In this chapter, we studied the convex 1-dispersion problem. We proposed an iterative

algorithm that produces an optimal solution for the convex 1-dispersion problem for k = 4

in O(n3) time. To our knowledge, apart from a straightforward O(n4) time algorithm,

so far no other exact algorithm is known for the convex 1-dispersion problem for k = 4.

The NP-hardness of the convex 1-dispersion problem is unknown, and the problem is open

from the point of designing a polynomial-time exact algorithm. Till date, we know that

there exists a 2-factor approximation result for the 1-dispersion problem [76], and it cannot

be improved further [70]. Thus, applying the same algorithm, we can obtain a 2-factor

approximation result for the convex 1-dispersion problem. We designed a
√

3 (≈ 1.733)-

factor approximation algorithm for the convex 1-dispersion problem for any value of k, which

is a significant improvement over the known result.

;;=8=<<
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7
Conclusion and Future Work

In this chapter, we summarize the work done, highlight the contributions, and suggest di-

rections for possible future work. We have studied a variant of the geometric capacitated

set cover problem, namely (α, P,Q)- covering problem, and variants of the dispersion prob-

lem, namely, the 2-dispersion problem in R1 and R2, the 1-dispersion problem in R2, the

c-dispersion problem in a metric space (X, d), and the convex 1-dispersion problem.
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Conclusion and Future Work

For the (α, P,Q)-covering problem, we established a necessary and sufficient condition

that ensures the feasibility of the given instance. We also proposed an algorithm to check the

feasibility of an instance of the problem. Moreover, we proved that the (α, P,Q)-covering

problem is NP-complete for α ≥ 3. We proposed a local search algorithm that admits a

PTAS. In future work, we would like to design a constant factor approximation algorithm

for the (α, P,Q)-covering problem, which has a relatively lower time complexity. We would

also like to study the hardness of the ( 2, P, Q )-covering problem.

For the dispersion problems, we introduced the concept of dispersion partial sum, which

generalizes the notion of dispersion. Based on the dispersion partial sum, we defined new

variants of the dispersion problem, namely the 1-dispersion problem, the 2-dispersion prob-

lem and the c-dispersion problem.

We studied the 2-dispersion problem in R2, and proposed a polynomial-time algorithm

that produces a (2
√

3 + ϵ)-factor approximation result, for any ϵ > 0. Next, we developed a

common framework for designing an approximation algorithm for the dispersion problem in

Euclidean space. With this common framework, we improved the approximation factor to

2
√

3 for the 2-dispersion problem in R2. We proposed a polynomial-time algorithm, which

returns an optimal solution for the 2-dispersion problem when points are placed on a line

using the same framework. We also used the same framework to achieve a 2-factor approx-

imation algorithm for the 1-dispersion problem in R2. The approximation factor results

presented in this thesis for both the 1-dispersion problem and the 2-dispersion problem in

R2 are the best to date, so in future work, we would like to improve the approximation

factor results for both problems. Moreover, one can think of studying the hardness of the

approximation for both problems. We would also like to design an approximation algorithm

for the c-dispersion problem in Euclidean space.

Next, we studied the c-dispersion problem in a metric space and presented a polynomial-
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time algorithm that yields a 2c-factor approximation result. For c = 1, the proposed al-

gorithm produces a 2-factor approximation result, which matches the best known result

[70, 76]. Moreover, unless P=NP, there does not exist a (2 − ϵ)-factor approximation al-

gorithm for the 1-dispersion problem, for any ϵ > 0 [70]. We further showed that the

c-dispersion problem in a metric space parameterized by the solution size k is W [1]-hard.

As a future direction, one can think of investigating the hardness of approximation of the

c-dispersion problem for c > 1.

Finally, we studied the convex 1-dispersion problem. We proposed an iterative algorithm

that produces an optimal solution in O(n3) time where the objective is to select k(= 4)

vertices. We would like to design an efficient algorithm for the convex 1-dispersion problem

for any value of k. We also proposed a
√

3-factor approximation algorithm for the convex

1-dispersion problem for any value of k. As a future direction, we would like to improve the

approximation factor for the problem.

;;=8=<<
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