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Abstract

Modeling real-world systems using complex network analysis has become a popu-

lar approach in the last two decades. A complex network is loosely divided into

four types of networks, namely (i) Social Network, (ii) Information Network, (iii)

Technological Network, and (iv) Biological Network. However, most real-world

networks can be represented as Information Network. Majority of the previous

literature over information networks consider homogeneous network representa-

tion (singular types of nodes and relations) e.g., Citation network, World Wide

Web, etc. However, it has recently been realized that Heterogeneous Information

Network (HIN) that consists of multiple types of nodes and relations is a better

representation for real-world physical systems. For example, a HIN representing

a Citation network by considering node types, such as Author, Paper, Venue, etc.

and their corresponding relations, captures rich semantics in comparison to the ho-

mogeneous Citation network (considering only the papers as node and citation as

relation). Motivated with this, our objective is to leverage Heterogeneous Informa-

tion Network representation in modeling evolution of a given system by solving link

prediction problem. In particular, the major contributions of this thesis towards

link prediction can be divided into three types of approaches; (i) topology-based,

(ii) graph kernel-based and (iii) network embedding-based. For topology-based

methods, we adapt the state-of-the-art common neighbor-based local similarity

measures to heterogeneous information network. For graph kernels-based meth-

ods we propose a generalized heterogeneous framework for state-of-the-art spectral

graph kernels. Furthermore, in network embedding-based methods, we exploit k-

hop random-walk to generate node neighborhood for training the model. From

previous studies, it is evident that majority of the complex networks are suscep-

tible to the exogenous information (e.g., news and social media) apart from en-

dogenous information (e.g., network characteristics such as clustering coefficients,

degree distribution, etc.). Therefore, we study the effects of exogenous information

such as news media, temporal dynamics of the underlying network on the proposed

topology-based heterogeneous similarity measures. We observe that incorporat-

ing exogenous information helps in boosting performance of the link prediction.

Further, majority of the studies on link prediction using network embedding are

based on meta paths, we critically analyze the efficacy of meta path-based methods

over link prediction and node classification tasks. We observe that heterogeneous

network embedding cannot be generalized and meta path-based embeddings are

task-specific. As most of the heterogeneous information network having different



number of instances for different types of nodes and relations, class imbalance

is inherent in such networks. Therefore, this thesis further studies the effects of

class imbalance in heterogeneous network embedding. It is observed that select-

ing appropriate node types along with addressing class imbalance in heterogeneous

information network is an important pre-requisite for efficient network embedding.
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Chapter 1

Introduction

Majority of the real-world systems such as computer communication, biological

network, terrorist attack, bibliography, transportation etc. are defined by multi-

ple interacting objects [2]. Further, any such physical system can be represented as

a complex network consisting of objects as nodes and interaction types as relations

or links [3]. In network science, such networks are often referred to as Information

Network as they represent a particular information or data [4]. Some of the ex-

amples of information networks are (i) Citation network in bibliographic data

having paper as nodes and citation relation as links, (ii) Co-authorship network

in bibliographic data having authors as nodes and co-authorship relation as links,

(iii) World Wide Web where web-pages are the nodes and links are defined by

hyperlinks, (iv) Social networks where users are the nodes and friendship as the

relations, etc. For the systems where feature vector generation is not trivial, an

information network offers elegant ways of solving various machine learning prob-

lems such as classification [5], clustering [6, 7], link prediction [8], ranking [9, 10],

recommendation [11, 12], etc. by exploiting graph theory and network-science-

based methods.

In past two decades, graph-theoretic and network-based approaches have garnered

a considerable maturity. However, majority of the previous studies consider infor-

mation networks with singular type of nodes and relations, i.e. homogeneous

information network [13]. As real-world physical systems often have multiple

1
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types of objects and interactions, a homogeneous information network may be

a lossy representation. For example, a bibliographic data consisting of multiple

objects such as Author, Paper, Venue, Topic, etc. related to each other by dif-

ferent semantics may not be represented well using a homogeneous information

network. To create a lossless representation for the given system, recent stud-

ies [2, 4, 14, 15, 16, 17, 18, 19] consider Heterogeneous Information Network (HIN)

where multiple types of objects and interactions are represented by multiple types

of nodes and relations. A HIN compared to homogeneous information network,

captures rich and complex structural characteristics with multiple semantics [13].

Thus, there is a surge in devising network-mining models having capability of ex-

ploiting the heterogeneous characteristics of real-world data while solving various

network mining tasks.

Incorporating multiple types of nodes and relations in HIN results in multiple

types of paths between same pair of nodes. In literature, these paths are referred

to as meta-paths [20]. A majority of the previous studies over HIN exploit different

meta-paths for solving various network-mining problems [21, 22, 23, 24, 25]. In

general, these studies generate network’s features using predefined meta-paths-

based on some heuristics. Thereafter, learning models are trained using some of

the classification or regression frameworks. It is evident from previous studies

that meta path-based features help in various prediction tasks over HIN. However,

selecting best meta-path becomes a major bottleneck when the underlying HIN

has large number of node and relation types. Thus, finding an optimal meta-path

is a critical issue in HIN analysis based on meta-path-based features.

Although a HIN represents real-world system in a natural way and offers rich

source of information, exploiting HIN for solving various real-world problems is a

challenging task due to following reasons [13]:

1. Since there is no standard way of constructing HIN, there might be multiple

HINs representing the same system.
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2. As HINs consider multi-typed nodes and edges, an unique proximity estimate

between two nodes cannot be generalized. It is because there may exist many

paths between these nodes representing different semantics.

3. Previously proposed methods based on meta-paths for exploring HIN, may

be task-specific or sensitive to different meta-paths. Moreover, finding best

meta-path is not trivial for majority of the HINs having large number of

node and edge classes.

4. As HINs permit different number of instances for different types of nodes,

class imbalance can be a critical issue while solving various problems like

ranking, link prediction, etc.

Motivated from the above challenges, this thesis re-visits the heterogeneous infor-

mation network representation for real-world datasets and attempts to study the

applicability of state-of-the-art methods as well as propose new methodologies for

link prediction in HIN.

1.1 Commonly Studied Problems over HIN

A HIN is a special case of complex network built over real-world system having

multiple types of nodes and relations [3, 13]. Thus, a most of the HINs exhibit

similar characteristics as shown by various complex networks such as (i) a heavy

tail in the degree distribution, (ii) a high clustering coefficient, (iii) community

structure, and (iv) hierarchical structure [26]. Consequently, a majority of the

commonly studied problems in complex network can also be studied over HINs.

The popular problems studied over complex networks are as follow:

1. Centrality Estimation [27] is the process of finding central nodes in the

underlying network based on their importance, influence, and prestige. Cen-

trality estimation helps in finding important objects in a system which con-

trol the spread of information and relative influence among various objects.
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Some of the state-of-the-art centrality measures are degree [28], between-

ness [29], closeness [30], eigenvector [31], PageRank [9], etc.

2. Link Prediction [32, 33, 8, 34] in a network refers to predicting relations

in future or missing relations by using the existing network structure. Link

prediction helps in various applications such as recommending new friends on

online social networks, ranking web-pages highly related to the search query

on search engines, etc. Some of the state-of-the-art link prediction methods

are Common Neighbor [8], Jaccard Coefficient [35], Adamic Adar Index [36]

Resource Allocation [37], Preferential Attachment [8], Katz Index [8], etc.

3. Information Diffusion studies the factors playing important role in the

evolution of opinions or status of a node in the underlying network. More-

over, information diffusion has wide range of applications in real-world net-

works such as forecasting election result [38], localization of natural disas-

ters [39], targeted advertising and personalized marketing [40, 41, 42], etc.

4. Community Detection deals with identifying groups or communities in

the underlying network such that nodes inside the community are densely

connected whereas nodes outside the community have sparse connections [43,

44]. Community structure is an inherent characteristics of the real-world

networks and helps in various applications such as rumor spreading [45, 46],

epidemic spreading [47], etc.

5. Network Re-construction focuses on devising statistical and mathemat-

ical models to re-construct a complex network from the observed sample of

network [48]. The main challenges of network re-construction are the ob-

served sample usually exhibit limited characteristics and may have noise.

Some of the popular approaches of network re-construction are collective

dynamics [48, 49, 50, 51, 52], stochastic analysis [53, 54], and compressive

sensing [55, 56, 57, 58].

The above categorization of the problems are based on specific intuition and moti-

vation. However, all of them harness the proximity among nodes in the underlying
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Figure 1.1: Link prediction in future over heterogeneous information network,
dotted lines represent repeated or new relations in future.

network to solve the particular objective. In this thesis, we focus on link predic-

tion as an application and devise novel frameworks which can incorporate the HIN

characteristics while capturing proximity between two nodes.

1.2 Problem Statement

As discussed above, link prediction in a given network can be defined in two

perspectives:

1. Use the observed network structure and predict the likelihood of missing

relations [32, 33], e.g. given a synonymy network where words are represented

as nodes and edges are defined by synonymy relation, predict the likelihood

of having synonymy relations among other disconnected nodes.

2. Use the observed network structure and predict the likelihood of relations

in future [8, 34], e.g. given a co-authorship network where authors are rep-

resented as nodes and edge between two nodes are defined by co-authorship

relation, predict future (repeated or new) co-authorship relation.
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While both of the above perspectives for predicting links have important applica-

tions in real-world problems, the second perspective is more suitable for the net-

works which are longitudinal (evolve with time) in nature, e.g. social networks [59].

As this thesis explores longitudinal heterogeneous information networks such as

terrorist attack network, bibliographic network, etc., we consider the second per-

spective of link prediction. Thus, this thesis defines the problem statement as

follows: Given a heterogeneous information network at time T , predict relations

in future time T
′

where T < T
′
.

Figure 1.1 presents the graphical illustration for link prediction task. The input to

the link prediction model is a heterogeneous information network (at time T) with

multiple types of nodes and edges (distinguished by different colors). Thereafter,

the link prediction framework outputs a heterogeneous information network with

edges in future i.e. at T
′

(represented as dotted lines). It must be noted that

the future relations may be completely new links or repeated links. For example,

in Figure 1.1, relations 1-2, 2-3, 5-6 are repeated relations in future whereas

other dotted lines represent new relations appeared in future.

As discussed above, majority of the previous studies exploit meta-path-based fea-

tures for link prediction in HIN. However, finding best meta-path is itself a research

problem. Thus, in a different direction this thesis attempts to explore HIN for link

prediction problem that do not require any explicit meta-path. Further, the major

aspects of HIN studied in this thesis are as follow:

1. Node Importance: As a HIN considers multiple types of nodes, different

types of nodes may have different influence on formation of future relations.

Thus, this thesis formulates heterogeneous versions of state-of-the-art link

prediction methods capable of incorporating node importance while estimat-

ing likelihood of link existence.

2. Exogenous Information: Most real-world networks are susceptible to ex-

ogenous information apart from endogenous network structure. For example,

an user on twitter may post a message by sharing an URL (exogenous) or
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re-tweeting a tweet posted by an user from her/his following list (endoge-

nous). Thus, this thesis incorporates exogenous information such as news

media and temporal dynamics of the underlying network while predicting

future links.

3. Network’s Latent Representation: Although, majority of the state-of-

the-art link prediction methods exploit the explicit link structure of the

underlying network, two nodes may show similar characteristics (e.g. hubs)

even though they are not connected via any path. Thus, latent representation

of the network or network embedding may be useful to generate automatic

node features. Thus, this thesis further studies and propose novel network

embedding method for HIN embedding.

4. Class Imbalance: As HINs consider multiple types of nodes and relations

and there is no control over number of instances of particular node or relation

types, class imbalance is intrinsic in HINs. Thus, this thesis studies the

effects of class imbalance in HIN embedding subjected to different network-

mining problems.

1.3 Contribution

This section briefly summarizes the contributions made in this thesis.

1.3.1 Link prediction in HIN

This work focuses on formulating heterogeneous versions of local similarity mea-

sures and spectral graph kernels. In particular, we adapt the state-of-the-art local

similarity measures capturing triadic closure (proximity of path length two) and

path-based spectral graph kernels to predict links in HIN. We formulate the het-

erogeneous versions of the local similarity measures and spectral graph kernels by

incorporating node importance. The proposed heterogeneous frameworks are easy
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to generalize for incorporating different types of node importance while predicting

future links.

1.3.2 Link Prediction Using Exogenous Factors as Node

Importance

As discussed above, majority of the applications over real-world networks are af-

fected by exogenous information such as news media, online blogs, etc. Therefore,

the objective of this work is to incorporate effects of exogenous information (e.g.

news media and network’s temporal dynamics) for predicting future relations in a

Heterogeneous Terrorist Attack Network (HTAN). We exploit the above proposed

heterogeneous local similarity measures for link prediction task. As these hetero-

geneous local similarity measures require node importance, we estimate centrality

of the nodes using Personalized PageRank (PPR). We exploit multiple exogenous

information as personalization parameters to PPR and generate node weighted

HTAN. This node weighted HTAN is further used by heterogeneous similarity

measures to estimate the likelihood of future relations among different nodes.

1.3.3 Network Embedding for HIN

The analytical approaches exploiting only the network topology may not cap-

ture several characteristics of the underlying network such as structural role, node

equivalence, etc. Thus, many of the studies in past explored network represen-

tation in hidden space or network embedding framework that generates feature

vectors for the nodes such that two nodes having similar characteristics are close

in features space.

This work studies the problem of network embedding in HIN. In particular, we

focus on a critical analysis of recently proposed meta-path-based frameworks for
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HIN embedding. Moreover, we study the applicability of different types of meta-

paths for HIN embedding over problems of diverse nature, i.e. link prediction,

classification, etc.

1.3.4 HIN Embedding using k-hop Random Walks

From the above study, we observe that generalization of meta-path-based HIN

embedding is a critical issue. Moreover, selecting best meta-path is not a trivial

problem. Therefore, this study proposes a novel HIN embedding framework that

do not require any meta-path explicitly. In particular, the proposed model exploits

k-hop random walks to capture network neighborhood and using skip-gram-based

neural network model we generate the node features. We exploit the node embed-

dings for Co-authorship prediction task in heterogeneous bibliographic network.

Furthermore, the performance of the proposed model is compared with recent

state-of-the-art network embedding methodologies. We observe that our proposed

network embedding model outperforms the baselines in a majority of the cases.

1.3.5 Effect of Class Imbalance in HIN Embedding

HIN incorporates multiple types of nodes and relations. Further, there may be

irregular number of instances in different types of nodes and relations. Thus, class

imbalance is an intrinsic characteristics for a majority of the HINs. Previous works

on HIN embedding use meta-paths for addressing the class imbalance issue. How-

ever, none of these works study the effects of class imbalance in detail. Therefore,

this work presents a comprehensive study focused on investigating the effects of

class imbalance in HIN over HIN embedding. We study the performance of state-

of-the-art network embedding models subjected to HINs having different level of

class imbalance. We observe that for better HIN embedding, node types selection

is one of the important pre-requisite along with addressing class imbalance.
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1.4 Outline of the Thesis

The outline of this thesis is as follows.

• Chapter 2: Background

– Discusses the important pre-requisites which are used in the thesis.

• Chapter 3: Link Prediction in HIN

– Proposes heterogeneous frameworks of local similarity measures and

spectral graph kernels for link prediction in HIN.

• Chapter 4: Link Prediction Using Exogenous Factors as Node Importance

– Exploits Personalize PageRank to incorporate exogenous information

as node importance for link prediction task.

• Chapter 5: Network Embedding for HIN

– Investigates effects of different meta-paths over HIN embedding.

• Chapter 6: HIN Embedding using k-hop Random Walks

– Proposes a novel model for HIN embedding based on k−hop random

walks.

• Chapter 7: Effect of Class Imbalance on HIN Embedding

– Investigates the effects of class imbalance for solving various network-

based problems using HIN embedding.

• Chapter 8: Conclusion and Future Work

– Concludes the thesis and discusses the future directions.



Chapter 2

Background

This thesis is mainly built over two independent approaches for link prediction in

heterogeneous information network. The first approach is to exploit the network

topology (e.g. topological similarity measures) while second focuses on represent-

ing the network in latent representation (i.e. network embedding). Therefore, this

chapter briefly discusses the important pre-requisites for a better understanding

of the subsequent chapters.

The subsequent chapters present the major contributions made in this thesis. We

discuss the related studies in regards to individual contributions in the corre-

sponding chapters. Thus, this thesis does not consists of an independent chapter

for literature survey.

2.1 Information Network

Information network can be referred to as a complex network consisting of real-

world objects (e.g. people, articles, computers, etc.) connected to each other via

complex relations (e.g. friendship, authorship, peers, etc.). Information networks

are also refrred to as Knowledge Networks [3]. One of the mostly studied infor-

mation network is citation network. In citation network, academic papers are

treated as nodes and relations are defined by directed edges demonstrating paper

11
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(a) HIN Instance (b) HIN Schema

Figure 2.1: An example of bibliographic heterogeneous information network.

citing previous papers [60]. A citation network is acyclic as all the papers cite

papers published in the past. Another important example of information network

is World Wide Web (WWW) where web-pages are the nodes and two nodes are

connected if there is hyperlink between them [61]. Unlike citation network, WWW

network can be cyclic as there is no restriction on building hyperlinks among differ-

ent web-pages. Other examples of information networks are peer to peer networks

of computer [62, 63, 64], word network in thesaurus [65, 66, 67, 68], preference

network over movie database [69, 70, 71], etc. Although, the field of information

network is quite mature today, yet it is an active area of research.

Definition 2.1 (Information Network [4, 72]). An Information Network can be

defined as a six-tuple: < V,E,V , E , φ, ψ > where, V is a set of nodes, E is a set

of edges, V is a set of node classes, and E is a set of edge classes. Any node v ∈ V

belongs to one of the classes in V and any edge e ∈ E belongs to one of the classes

in E . Further, φ : V → V is a node class mapping, and ψ : E → E is a link

class mapping. Furthermore, an information network is homogeneous if |V| = 1

and |E| = 1. Otherwise, the given network is Heterogeneous Information Network

(HIN).

Figure 2.1(a) shows an instance of a bibliographic HIN consisting Author, Paper,
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Author
 

Author

Paper Venue

Author

Paper Paper

Author

APA APVPA

Figure 2.2: Two types of meta-paths in the bibliographic heterogeneous in-
formation network shown in Figure 2.1.

and Venue as nodes. Further, this HIN follows the network schema shown in

Figure 2.1(b) and consists of two types of relations, namely (i) Authors Write

Papers or Papers Written-By Authors and (ii) Papers Published-By Venues or

Venues Publish Papers.

2.2 Meta-path

From the schematic illustration of HIN presented in Figure 2.1, it is evident that a

HIN consists of multiple types of nodes and edges. Thus, there may exist multiple

types of paths among nodes. Moreover, these paths shall represent proximity of

different semantics between the given pair of nodes. In previous studies, these

paths have been referred to as Meta-path which is defined below [73].

Definition 2.2 (Meta-path). For a given HIN G(V,E,V , E , φ, ψ), a meta-path

P(V1,Vl) can be defined as a sequence of edge types between node types V1 and Vl
which is represented as V1

E1−→ V2
E2−→ · · · El−1−−→ Vl.

The length of the meta-path is given by the number of edge types it considers.

Further, a symmetric meta-path is capable of representing a relation between
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two nodes. Figure 2.2 shows two types of meta-paths, namely Author-Paper-

Author (APA) and Author-Paper-Venue-Paper-Author (APVPA) over the HIN

schema presented in Figure 2.1(b). These two meta-paths capture proximity of

different semantics between the given pair of nodes. For example, APA captures

co-authorship relation whereas APVPA captures proximity between two authors

publishing papers at the same venue.

2.3 Local Similarity Measures

This thesis exploits state-of-the-art local similarity measures capturing local prox-

imity of path length two (triadic closure) for predicting future links between two

nodes. In particular, we consider four local similarity measures, namely (i) Com-

mon Neighbor [8], (ii) Jaccard Coefficient [35], (iii) Adamic-Adar index [36], and

(iv) Resource Allocation [37].

1. Common Neighbor (CN): It is one of the simplest local similarity measure

which estimates the similarity between two nodes by counting number of

common neighbors they have. In other words it counts the number of paths

having length two between the given pair of nodes. Two nodes having large

number of common neighbors are regarded more similar. Let n(v) gives a

set consisting of all the neighbors of node v then common neighbor score

between two nodes x and y can be defined as follows:

SCN(x, y) = |n(x) ∩ n(y)| (2.1)

2. Jaccard Coefficient (JC): The main intuition behind Jaccard Coefficient

is that two nodes shall have less similarity if these nodes are similar to many

other nodes. In a network, the immediate neighbors of a particular nodes

are often considered as the most similar nodes. Thus, Jaccard Coefficient is

estimated using a normalization factor along with the CN similarity score.

Formally, JC is defined as follows:
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SJC(x, y) =
|n(x) ∩ n(y)|
|n(x) ∪ n(y)|

(2.2)

3. Adamic-Adar (AA): The above-defined CN and JC similarity measures

treat every common neighbors equally. However, in social networks, it is

often visible that a common neighbor having high connections (degree) do

not contribute much to the similarity between its neighbors. In different

direction, Adamic-Adar index treats each common neighbors differently. In

particular, a common neighbor having higher connections contributes less

whereas common neighbor with less connections contributes high to the

Adamic-Adar similarity score. Adamic-Adar similarity measure is defined

as follows:

SAA(x, y) =
∑

z∈n(x)∩n(y)

1

log(|n(z)|)
(2.3)

4. Resource Allocation (RA): This index is based on the motivation from

resource allocation dynamics in complex networks [74] which states that

every resource will equally be shared among its neighbors. Moreover, RA

formulation is similar to the AA, i.e. common neighbor nodes having high

connection contribute less to similarity score and vice-versa. Thus, RA is

defined as follows:

SRA(x, y) =
∑

z∈n(x)∩n(y)

1

|n(z)|
(2.4)

2.4 Spectral Graph Kernels

Given a graph G(V,E), a graph kernel is a measure of similarity between a pair of

nodes. Graph kernels have been used for several network-science problems such as

link prediction [75, 76, 77, 78, 79, 80], network growth [81, 82], community detec-

tion [83], etc. A graph kernel follows properties like symmetry and positive semi-

definite. In previous studies, many graph kernels have been studied using spectral
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graph theory [84, 85]. In particular, the spectral transformation of the given graph

kernel decomposes an adjacency or Laplacian representation of the given graph.

This thesis focuses on leveraging adjacency-based spectral graph kernels, namely

(i) Path Counting [86], (ii) Exponential [87], and (iii) Neumann [87].

2.4.1 Graph Kernels and their spectral transformations

Spectral graph theory is a popular method to study graph properties [84, 85],

which exploits decomposition of adjacency or Laplacian matrix of a graph. Com-

monly used decomposition method for square matrix is eigenvalue decomposition

(EVD). Considering a square adjacency matrix A of a graph, EVD can be used

to decompose A as follows.

A = UΛUT (2.5)

where Λ is a diagonal matrix whose diagonal elements are the eigenvalues of A

in decreasing order and U is a matrix whose ith column is an eigenvector corre-

sponding to the ith eigenvalue of A i.e., Λii. Considering Equation (2.5), spectral

transformation of a graph kernel K(A) is defined as

K(A) = K(UΛUT ) = UF (Λ)UT (2.6)

for some kernel function F (Λ). Similar to [88], this thesis also assumes that eigen-

vectors are time invariant. The function F (Λ) is defined by a set of real valued

functionf(λ), where λ is a vector containing eigenvalues of the adjacency matrix

A.

1. Path Counting (PC): Path counting is a graph growth model which is

defined by sum of all possible paths upto length k between the participating

nodes [86]. It can be expressed as
∑k

i=0 Ak. Path counting model can be

transformed into a graph kernel by using only the top k positive eigenvalues

of the matrix A. Further, Ak can be expressed as follows.
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Ak = UΛkUT (2.7)

From Equation (2.6), spectral path counting kernel can be defined as

PC(
∑k

i=0
Ak) = UF (

∑k

i=0
Λk)UT

and F (
∑k

i=0 Λk) is given by function f(λ) =
∑k

i=0 αiλ
k where, α 6= 0.

2. Exponential Kernel (EXP): Exponential kernel [87] estimates exponen-

tial of the adjacency matrix A which can be defined as follows.

EXP (A) = exp(A) =
∞∑
i=0

αi

i!
Ai = eαA (2.8)

Further, From Equation (2.6), exponential kernel using spectral transforma-

tion can be defined as

EXP (eαA) = UF (eαΛ)UT

and F (eαΛ) is given by function f(λ) = eαλ where,

3. Neumann Kernel (NEU): The Neumann kernel [87] of a node pair is

defined as follow.

NEU(A) = (I− αA)−1 (2.9)

where, α is chosen such as α−1 > λ1 (principal eigenvalue of A). From

Equation (2.6), Applying spectral transformation, we get spectral Neumann

kernel as

NEU(A) = [UF (I− αΛ)UT )]−1

and F (I− αΛ) is given by f(λ) = 1
1−αλ , where, α 6= 0.
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2.5 Centrality Measures

This Section briefly discusses the different centrality measures used in this study.

As this thesis exploits undirected HINs, we limit the scope of definitions to undi-

rected networks only.

1. Degree Centrality: This is one of the simplest centrality measures that

estimates the centrality of a node based on the number of connections it has

with other nodes [28]. Suppose in a network G(V,E), xi gives the central-

ity score for a node vi ∈ V and A be the adjacency representation of the

underlying network, then Degree centrality can be defined as follows:

xi =
∑
j

Aij (2.10)

where Aij = 1 if there is an edge between nodes vi and vj, otherwise 0.

2. Betweenness Centrality: Betweenness centrality for a node is character-

ized by the number of times a node appears in the shortest paths between

all possible pairs of nodes in the network. Suppose, vs ∈ V and vt ∈ V be

any pair of nodes in a network, then Betweenness centrality of node vi ∈ V

can be defined as follow [29]:

xi =
∑
st

N i
st

gst
, (2.11)

where, N i
st is the total number of times vi appears on shortest paths between

vs and vt, gst is the total number of shortest paths available between vs and

vt.

3. Closeness Centrality: This centrality measures characterizes the central

nodes by estimating mean distance of the given node to other nodes in the

network. A node with lowest mean distance from other nodes is treated as

most central node. Suppose di,j is the length of shortest path between nodes

vi ∈ V and vj ∈ V and N be the total number of nodes, then the mean
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distance of node vi from other nodes vj in the network can be estimated as:

li = 1
N

∑
j dij. Now, the Closeness centrality can be defined as follow [30]:

xi =
1

li
=

N∑
j dij

(2.12)

4. Eigenvector Centrality: Eigenvector centrality is seen as a natural ex-

tension to degree centrality. However, unlike degree centrality which awards

one centrality score to the node for having a neighbor, eigenvector centrality

awards a score to the node which is proportional to the sum of scores of its

neighbors. Eigenvector centrality can be defined as follow [31]:

xi =
∑

xj∈n(xi)

Aijxj, (2.13)

5. PageRank: PageRank is a random walk based centrality measure. PageR-

ank was first used by Google search engine to measure the centrality esti-

mates of the web-pages in WWW information network. PageRank awards

centrality score to a web-page by counting number and quality of hyperlinks

it has. In other words, PageRank awards importance to a node based on

the number and the importance of its neighbors. Let M be a row stochas-

tic matrix representing the underlying network such that
∑N

j=1Mij = 1 for

i = 1, 2, 3, · · · , N , then PageRank can be defined as follow [9]:

xi = d
N∑
j=1

xjMji + (1− d)
1

N
(2.14)

where d ∈ [0, 1] is the damping parameter.

2.6 Network Embedding

Network Embedding refers to representing a network in terms of low dimensional

vectors corresponding to node, edge, subgraph, etc. which can further be used for

various network-mining tasks [89]. The scope of this thesis is to generate node
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embedding. Node embedding has been carried out in several ways such as, (i)

representing normalized adjacency or Laplacian matrix to lower dimensions using

non-linear dimensionality reduction techniques [90, 91, 92], (ii) eigenvalue decom-

position [93], (iii) singular value decomposition [94], and (iv) neural network-based

representation learning [95, 96, 1, 97, 98, 99, 100, 101, 102, 103]. From previous

studies, it is evident that neural network-based node embedding models are highly

scalable to real-world large information networks as well as can be modeled effi-

ciently in unsupervised approach [98, 97]. Therefore, this thesis explores neural

network-based unsupervised node embedding models for generating the feature

vectors corresponding to nodes.

Let G(V,E) represents the underlying network and f : V → Rd be a mapping

function that generates a lower dimensional latent embedding vector for every v ∈

V , then unsupervised network embedding models attempt to solve the following

optimization equation [97]:

max
∑
v∈V

logP (Nv|f(v)) (2.15)

where f(v) gives the d dimensional embedding vector for node v, andNv represents

the neighborhood for node v (node sequence associated with node v) of a given

truncated size or context window. Equation (2.15) is also referred to as Skip-

Gram model proposed in devising popular word2vec method for word embedding

in [104]. Further, the probability of any node in the neighborhood sequence Nv
is assumed to be conditionally independent for the given embedding vector of the

source node v. Now the probability P in the Equation (2.15) can be written as

P (Nv|f(v)) =
∏
u∈Nv

P (u|f(v))

Now similar to [97], assuming the symmetry in embedding space for the source

and any node in the neighborhood sequence, the above conditional probability

can be estimated using softmax function. Furthermore, the softmax function is
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parametrized over the scalar product of embedding vectors of source and neigh-

borhood nodes.

P (u|f(v)) =
ef(u).f(v)∑
w∈V e

f(w).f(v)

Now, with the above assumptions we reformulate the Equation (2.15) as follow:

max
∑
v∈V

[
−logXv +

∑
u∈Nv

f(u).f(v)

]
(2.16)

where Xv =
∑

w∈V e
f(w).f(v).

Majority of the network embedding models exploiting Equation (2.16) differ in

two ways: (i) considering the sampling strategy for generating node sequences

Nv, and (ii) handling the computational overhead for Xv. For example, Deep-

Walk [98] uses random walks for generating neighborhood for the given node

whereas VERSE [103] exploits Personalized PageRank [105] capturing vertex-to-

vertex similarity. Further, DeepWalk exploits hierarchical softmax while VERSE

uses Noise Contrastive Estimation (NCE) to handle the computational overhead

of Xv .

2.7 Summary

This chapter first presents a brief overview over heterogeneous information net-

work. Thereafter, we discuss the local similarity measures and spectral graph ker-

nels. As this thesis exploits centrality of nodes while predicting links, we further

discuss state-of-the-art centrality measures. Thereafter, we discuss the unsuper-

vised network embedding framework exploiting neural networks.





Chapter 3

Link Prediction in HIN

The previous chapter briefly discusses some of the existing methodologies used in

this thesis such as similarity measures, graph kernels, centrality measures, and net-

work embedding. Majority of the state-of-the-art similarity measures and graph

kernels do not incorporate heterogeneous characteristics of the information net-

works. Thus, these methods treat multiple types of nodes and relations equally and

fail to capture the rich characteristics of HINs. Therefore, this chapter proposes

heterogeneous transformations of various state-of-the-art similarity measures and

spectral graph kernels for link prediction in HIN1.

3.1 Introduction

Link prediction in HIN is an important problem and garnered a considerable focus

in recent times [21, 22, 23, 24, 25]. Unlike homogeneous information network,

a HIN is more complex by considering multiple types of objects and relations

having different semantics. Further, link prediction in HIN must have the following

characteristics [13]:

1Though this chapter proposes heterogeneous frameworks for state-of-the-art similarity mea-
sures and spectral graph kernels, it gives equal importance to all the nodes while link prediction.
We use different forms of node importance and exploit the heterogeneous similarity measures for
predicting links in Chapter 4. A comparative study between the proposed heterogeneous setup
and its homogeneous counterpart is reported in Chapter 4.

23
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• The link predictors should be capable of predicting links of different types

to be coherent with the past and future schema of the HIN.

• The link prediction methods should harness the inter-dependencies among

different types of links present in the underlying HIN for collective prediction

of future links.

Similarity measures capturing local proximity between the underlying pair of nodes

have widely been exploited for link prediction in homogeneous information net-

works [8]. In particular, similarity measures capturing proximity of path-length

two (triadic closure) are mostly popular in addressing link prediction problem. One

of the simplest similarity measures based on triadic closure is Common Neighbor

(CN) [8] that estimates the likelihood of link existence between a pair of nodes

by counting the number of common neighbors they have (refer Section 2.3 for

details). Other similarity measures such as Jaccard Coefficient (JC) [35], Adamic-

Adar (AA) [36], Resource Allocation (RA) [37] also exploit the estimate of CN

score in different perspectives while estimating the similarity between pair of nodes.

Although these similarity measures help in predicting future links in homogeneous

networks, they are not suitable for link prediction in HIN. It is because these

similarity measures treat each common neighbor equally. As discussed above, a

HIN has multiple types of nodes and not every node has equal importance while

capturing similarity between given pair of nodes. For example, in a bibliographic

HIN consisting nodes of types Author, Paper, and Venue, common neighbor of

type Paper for given two authors captures a co-authorship characteristics whereas

a common neighbor of type Venue states that two authors publishing at the same

venue. Thus, it is a requirement to capture the different types of node importance

while estimating the likelihood of link existence. Therefore, this chapter proposes

heterogeneous formulations of the above-mentioned four local similarity measure

namely, CN, JC, AA, and RA capable of capturing importance of different types

of common neighbor nodes while estimating the similarity.

The local similarity measures mentioned above exploit the explicit structure of

the underlying network to estimate the likelihood of future links. However, they
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are limited to capture only the proximity of path-length two. In literature, graph

kernels have been used to capture proximity of higher path lengths. Some of the

popular graph kernels for homogeneous graphs are Path Counting, Exponential,

and Neumann. Therefore, this study further proposes a generalized framework for

adapting the existing homogeneous graph kernels to heterogeneous information

networks for predicting future links.

3.1.1 Contribution

The major contributions of this chapter are:

• Heterogeneous transformations of homogeneous local similarity measures.

• Heterogeneous transformations for spectral graph kernels.

3.2 Proposed Heterogeneous Local Similarity Mea-

sures

Given a heterogeneous network G as defined in Definition (2.1), let n(x) denotes

the set of neighbor nodes (of any types) of the node x connected using any link

type, nlc(x) denotes the set of neighbor nodes of type c ∈ V of the node x connected

using only link type l, and wv(z) gives the node importance of node z. Then,

we adapt the traditional local node proximity-based methods to heterogeneous

information networks as formulated below:

1. Common Neighbor: The common neighbor score between two nodes x

and y in homogeneous network is defined by the number of common nodes

directly incident to the nodes x and y i.e., SCN(x, y) = |n(x)∩n(y)|. In het-

erogeneous network, the common neighbor score between two heterogeneous
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nodes x and y is defined as follows.

SCN(x, y) =
∑
c∈V

∑
l∈E

∑
z∈nl

c(x)∩nl
c(y)

ωv(z)

With this scoring function, homogeneous CN becomes a special case of het-

erogeneous CN i.e., considering only one type of nodes and one type of links.

For a homogeneous setup of node type c and link type l, the homogeneous

CN score between homogeneous nodes x and y i.e., Slc(x, y) can be obtained

by assigning (i) zeros to all the entries of the node weight vectors and link

weight vectors except for the nodes of type c and the links of type l, and (ii)

1 for nodes of type c and the links of type l.

2. Jaccard Coefficient: For homogeneous network, traditional JC between

two nodes x and y is defined by SJC(x, y) = |n(x)∩n(y)|
|n(x)∪n(y)| . We define JC for

heterogeneous network as follows.

SJC(x, y) =
∑
c∈V

∑
l∈E

∑
z∈nl

c(x)∩nl
c(y)

ωv(z)

∑
z∈nl

c(x)∪nl
c(y)

ωv(z)

Like CN, homogeneous JC is a special case of this heterogeneous estimate

for the same conditions used for CN.

3. Adamic Adar: Traditional AA index between two nodes x and y for

homogeneous network is defined as SAA(x, y) =
∑

z∈n(x)∩n(y)

1

log(|n(z)|)
. If

dlc(z) =
∑

i∈nl
c(z)

wv(i) i.e., sum of the node weights of c type neighbor nodes

of z connected by link type l. We define the heterogeneous counterpart as

follows.

SAA(x, y) =
∑
c∈V

∑
l∈E

∑
z∈nl

c(x)∩nl
c(y)

wv(z)

log(1 + dlc(z))

The 1 in the denominator is the regularization parameter to avoid division

by zero. Like CN and JC, homogeneous AA estimate is also a special case

of the heterogeneous AA.
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4. Resource Allocation: RA index between two nodes x and y for homoge-

neous network is defined as SRA(x, y) =
∑

z∈n(x)∩n(y)

1

|n(z)|
. We then define

the heterogeneous counterpart as follows.

SRA(x, y) =
∑
c∈V

∑
l∈E

∑
z∈nl

c(x)∩nl
c(y)

wv(z)

dlc(z)

Like CN, JC, and AA, homogeneous RA is also a special case of heteroge-

neous RA.

3.3 Proposed Heterogeneous Spectral Graph Ker-

nels

As discussed in Section 2.4, state-of-the-art spectral graph kernels exploit Eigen-

value decomposition of the matrix (Adjacency or Laplacian) representing the un-

derlying network. Therefore, to incorporate the heterogeneous characteristics us-

ing node importance we modify the adjacency matrix by updating edge weights

in the following manner:

For the given network G(V,E), let A be the adjacency matrix representation of

G(V,E), then modified adjacency matrix H, can be derived as

Hxy = hm(ωv(x), ωv(y))Axy (3.1)

where x ∈ V , y ∈ V , and hm(ω(x), ω(y)) is the harmonic mean of impor-

tance/weights of the nodes x and y i.e., 2.ωv(x).ωv(y)
ωv(x)+ωv(y)

. The eigenvalue decomposition

of the modified adjacency matrix H can be given as H = UHΛHUT
H, where UH

is the matrix consisting of eigenvectors and ΛH is a diagonal matrix consisting of

eigenvalues of matrix H.

1. Path Counting (PC): Spectral transformation of PC kernel for homogeneous

graph is defined as PC(
∑k

i=0 Ak) = UF (
∑k

i=0 Λk)UT . Similarly, PC for
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heterogeneous graph can be defined using the modified adjacency matrix H

in Equation (3.1) as follows:

PC(
∑k

i=0
Hk) = UHF (

∑k

i=0
Λk

H)UH
T (3.2)

where
∑k

i=0 ΛH
k is defined by a function f(λH) =

∑k
i=0 αiλ

i
H for αi ≥ 0 and

α1 > α2 > · · ·αk−1 > αk.

2. Exponential (EXP): Spectral transformation of Exponential kernel for ho-

mogeneous graph is defined as EXP (eαA) = UF (eαΛ)UT . Now using the

modified adjacency matrix H, heterogeneous transformation of EXP kernel

can be defined as follows:

EXP (eαH) = UHF (eαΛH)UH
T (3.3)

Similar to PC kernel, Equation (3.3) can be realized using function f(λH) =

e(αλH).

3. Neumann (NEU): For homogeneous graph, spectral transformation of Neu-

mann kernel is defined as NEU(A) = [UF (I− αΛ)UT )]−1 where α−1 > λ1.

For heterogeneous graph, we define the Neumann kernel as follows:

NEU(H) = [UHF (I− αΛH)UH
T )]−1 (3.4)

where α−1 > λ1
H . Similar to PC and EXP kernels, Neumann kernel can also

be defined using function f(λH) = 1
1−αλH

and α 6= 0.

3.4 Applications of the Proposed Methods

The proposed link prediction methods are capable of predicting relations not only

between different node types but also incorporating importance of different node

types. In this study, effectiveness of the proposed methods are investigated on

counter-terrorism problems. In particular, we attempt to study four different
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Table 3.1: GTD used for constructing heterogeneous terrorist attack network

ID Country Region Province City
Attack
type

Target
type

Target
subtype

Group
Weapon

type
Weapon
subtype

1 India South Asia Assam Dibrugarh Bombing
Educational
Institution

School/
University

ULFA Explosives Grenade

2 India South Asia Orissa Jajpur Bombing Transportation
Bridge/

Car Tunnel
CPI-Maoist Explosive Land Mine

3 India South Asia Assam Kokrajhar Facility Transportation
Train/

Train Tracks
NDFB Sabotage Equipment

4 India South Asia J&K Bijbehara Bombing Police Police Patrol LeT Explosives Vehicle

5 Nigeria
Sub-Saharan

Africa
Borno Maiduguri Facility

Religious
Figures

Place of
Worship

Boko Haram Incendiary
Arson/

Fire

6 Afghanistan South Asia Kandahar Kandahar Bombing
Religious
Figures

Place of
Worship

Taliban Explosives Suicide

types of aspects in counter-terrorism: (i) predicting an attack from a terrorist

organization on a country, (ii) predicting an attack from a terrorist organization

on a city, (iii) predicting target types for terrorist organization, and (iv) predicting

preferred weapon-types by terrorist organizations.

Earlier studies for link prediction on counter-terrorism mainly focus on relation

prediction between homogeneous entities such as terrorist to terrorist [106,

107], terrorist organization to terrorist organization [108], etc. To

the best of our knowledge, the proposed methods are the first link prediction

methods which can support relation between different node types in the domain

of counter-terrorism2. In this chapter, we have investigated effectiveness of pre-

dicting all the four types of relations mentioned above. Since the nature of the link

prediction is inherently heterogeneous and there are no comparable counterparts,

this study reports only the performance of the proposed link prediction methods.

3.5 Dataset

This study uses Global Terrorism Data (GTD) collected from National Consor-

tium for the Study of Terrorism and Responses to Terrorism [109]. Each terrorist

attack is defined by approximately hundred number of features. Out of these

features, this study considers ten features which can potentially define an attack

2From the year 2011 on-wards, link prediction methods for HIN exploiting meta-paths [21,
22, 23, 24, 25] had been proposed. However, finding best meta-path for the HINs having large
number of node and relation types is not a trivial problem. On the other hand, terrorist attacks
are often defined by large number of entity types related to each other by multiple semantics.
Thus, meta-path-based approaches are not suitable for HINs representing terrorist attacks.
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Table 3.2: Number of Nodes in Different Classes for Training Data, where,
TarType: Target Type, TarSubType: Target Subtype, WeapType: Weapon

Type, WeapSubType: Weapon Sub Type, and AttType: Attack Type.

Country Group City Region Province
186 2562 13034 12 1350

TarType TarSubType WeapType WeapSubType AttType
22 111 12 28 9

event; country, region, provincial state, city, attack type, target type, target sub-

type, terrorist organization, weapon type, and weapon subtype. These ten features

represent ten different node classes in the experimental heterogeneous network.

Table 3.1 illustrates a sample of experimental dataset extracted from GTD.

Based on Definition (2.1) and the dataset described in Table 3.1, the experimental

heterogeneous terrorist attack network is constructed in the following manner :

1. Node: The node set V is defined by unique set of feature instances from all

the ten node classes discussed above. For example in Table 3.1 all the field

values are treated as a node.

2. Edge Classes: Since this dataset consists ten classes of nodes, for an undi-

rected network there can be
10

C2 = 45 classes of edges. Unlike earlier studies

which consider few types of edges this work considers every possible edge

types. This choice is based on the intuition that every relation between the

various node classes collectively defines a terrorist attack event.

3. Edge: The edge set E is obtained by putting an edge between all the nodes

which belong to same terrorist attack event. For example, the GTD network

constructed using Table 3.1 will have edges between India and rest of the

node class values value available in the first four rows.

We consider the dataset between 1970 to 2009 as the training and 2010 to 2014

as the test dataset. The total number of nodes in training data is 17326 having

239193 number of relations. Further, Table 3.2 presents the number of instances
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in each types of node classes considered in the underlying heterogeneous terrorist

attack network. The statistics of test data is presented in Table 3.3.

3.6 Experimental Setup

This section describes the experimental setups adopted by this study for link

prediction in GTD dataset using above-discussed local similarity measures and

spectral graph kernels.

3.6.1 Link Prediction Using Heterogeneous Local Similar-

ity Measures

Traditional similarity measures defined for homogeneous information networks re-

quire only the adjacency representation of the underlying network as input. How-

ever, the proposed similarity measures in Section 3.2 require node weights showing

node importance as input along with the adjacency representation of the given het-

erogeneous network.

For the above-discussed dataset in Section 3.5, the adjacency representation of

training network, i.e. from 1970-2009 is used as an input to the proposed local

similarity measures. Although, the proposed heterogeneous transformations of

the similarity measures are capable of incorporating different types of node impor-

tance, this chapter treats every node equally, i.e. ωv is set to IT = {1, 1, 1.....1}.

Further, different types of node importance has been considered in chapter 4. To

evaluate, we predict the future links for test network, i.e. from 2010 to 2014.
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3.6.2 Link Prediction Using Heterogeneous Spectral Graph

Kernels

For link prediction using spectral graph kernels we exploit the spectral evolution

model discussed in the study [88]. This framework divides the training network

into two parts (i.e. source and validation) and learns the kernel’s parameter by fit-

ting best curve from source to validation eigenvalues. In the similar way, we divide

the given training network into two networks namely, (i) Gs (1970-2004) and (ii)

Gv (1970-2009). The traditional graph kernels defined for homogeneous networks

use adjacency representation of the network. In this study, we use the modified

adjacency matrix H obtained using Equation (3.1). Using eigenvalue decompo-

sition (Equation (2.5)), we estimate the eigenvalues and eigenvectors of Gs and

Gv. As a full rank eigenvalue decomposition requires longer time and few of the

leading eigenvalues along with corresponding eigenvectors can well approximate

the entire matrix, we use low rank eigenvalue decomposition 3.

Suppose, λs and λv represent eigenvalues of Gs and Gv networks, then using

the spectral graph kernels defined in Section 3.3 over λs we learn the optimal

kernel’s parameters by fitting best curve to the λv. We further apply the optimal

parameters of the kernels over λs to predict the eigenvalues in test network λt

and reconstruct the test output matrix as follows:

Suppose Hv and Ht represents the adjacency matrix representing networks Gv

(from 1970 to 2009) and Gt (from 1970 to 2014), then

Ht = Uv
HΛt

HUv
H

T (3.5)

where Uv
H is the matrix consisting of eigenvectors of Hv and Λt

H is the matrix

consisting of predicted eigenvalues for Ht. The edge weights of Ht gives the

likelihood of existing edges (i.e. from 1970 to 2009) and future edges in test

network i.e. from 2010 to 2014.

3This study considers rank equal to 30 for eigenvalue decomposition.
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Table 3.3: Different types of Test Edges considered for Evaluating Link Pre-
dictors.

Test Data gp-cn gp-cty gp-tar gp-weap
All Edges 350 1020 761 413

Missing Edges 104 374 200 71

3.6.3 Evaluation

We evaluate the performance of link prediction using Area under ROC curve

(AUC) score given by the following formula [110]:

AUC =
n1 + 0.5n2

nne ∗ ne
(3.6)

where n1 = number of times link prediction score for existing test edge (positive

edges) is greater than other non-existing test edges (negative edges), n2 = number

of times link prediction score for existing test edge is equal to other non-existing

test edges, nne = number of non-existing test edges, and ne = number of existing

test edges. We assess the performance of link predictors on two different sets of

test edges. For the first type of test edges (i.e. All Edges), we consider all the

edges appeared between years 2010 to 2014. For the second type of test edges (i.e.

Missing Edges), we consider only new edges appeared between 2010 to 2014. By

considering the above two types of test edges our intuition is to evaluate the link

predictors in terms of:

• Performance on repeated as well as unseen connectivity (All Edges).

• Performance on unseen connectivity (Missing Edges).

Although the HIN considered in this study have many types of edges, we consider

four types of edges for evaluation namely, (i) gp-cn: edges between terrorist group

to country, (ii) gp-cty: edges between terrorist group to city, (iii) gp-tar: edges

between terrorist group to target type, and (iv) gp-weap: edges between terrorist

group to weapon type. For all the above four types of existing test edges we

generate more than five times of non-existing test edges and estimate the AUC
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score. Table 3.3 gives the count of different types of test edges considered under

All Edges and Missing Edges.

3.7 Experimental Observation

In general, the real-world information networks are very sparse and there may be

high imbalance in the ratio of existing and non-existing edges. It is observed

in the previous studies that evaluation of link prediction by AUC score does

not get much affected by the skewed distributions of existing and non-existing

edges [111]. Therefore, we exploit AUC score as a metric to assess the perfor-

mance of all the link predictors. Moreover, an AUC score equals to 0.5 refers to a

random predictors. Several studies on link prediction in the domains such as bib-

liographic networks, social networks, etc. achieve AUC score in the range of 0.65

to 0.9 [112, 37, 113, 111, 114, 24]. Since this is the first study on the prediction

of heterogeneous relations in terrorist attack data, we do not have any previous

studies to compare as the baselines and we analyze the performance of proposed

link predictors on the basis of accepted range of AUC score (i.e. 0.65 to 0.9) by

previous studies from different domains.

Figures 3.1 and 3.2 present the Average AUC score for all the four types of rela-

tions, namely (i) gp-cn, (ii) gp-cty, (iii) gp-tar, and (iv) gp-weap for All Edges

and Missing Edges test data respectively. From Figure 3.1, it is evident that all

the four types of relations are predicted with convincing AUC score for All Edges.

For instance, in case of gp-cn relation prediction, the best AUC score achieved is

0.78. For predicting gp-cty relation, we are able to achieve upto 0.9 AUC score.

Further, the best AUC score for gp-tar relation is 0.75 whereas in case of gp-weap

we achieve 0.82 as the best AUC score. From Figure 3.2, it is observed that for link

prediction in Missing Edges, although relations like gp-cn and gp-cty achieve

the accepted range of AUC score, gp-tar and gp-weap relation prediction achieve

lower AUC values. Further, it is also noted that link predictors achieve lower AUC

scores for predicting Missing Edges when compared to All Edges for all the link
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(a) gp-cn (b) gp-cty

(c) gp-tar (d) gp-weap

Figure 3.1: Average AUC score for link prediction on All Edges, EXP: Ex-
ponential, NEU: Neumann, PC: Path Counting, CN: Common Neighbor, JC:

Jaccard Coefficient, AA: Adamic Adar, RA: Resource Allocation.

(a) gp-cn (b) gp-cty

(c) gp-tar (d) gp-weap

Figure 3.2: Average AUC score for link prediction on Missing Edges, EXP:
Exponential, NEU: Neumann, PC: Path Counting, CN: Common Neighbor, JC:

Jaccard Coefficient, AA: Adamic Adar, RA: Resource Allocation.
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predictors. This observation is intuitive from the perspective of terrorist attack

network as majority of the terrorist attacks are repetitive in nature and follow the

past methodologies, target, etc.

For All Edges, majority of the link predictors except JC and RA give promising

results (refer Figure 3.1). It is convincing to observe that among the good per-

forming link predictors, the least performance achieved in terms of AUC is 0.72

for gp-cn, 0.79 for gp-cty, 0.63 for gp-tar, and 0.74 for gp-weap. On the other

hand, for Missing Edges, all the link predictors except JC and RA achieve the

accepted range of AUC score for gp-cty relation. Further, in case of gp-cn, we

observe that three out of seven link predictors give convincing AUC score. One of

the reason to have a convincing link prediction performance for gp-cty relation

(in both types of test edges, i.e. All edges and Missing Edges) is that the ter-

rorist attack network considered in this study has the highest number of entities

from city type and second highest from group (refer Table 3.2). Thus, it can be

inferred that having large repository of terrorist attack data can enhance the per-

formance of predicting future links and may help in proposing counter-terrorism

measures.

We now analyze the capabilities of various links predictors used in this study for

predicting heterogeneous relations. This study uses two different classes of link

predictors, namely (i) local similarity-based and (ii) graph kernel-based. Among

the local similarity-based methods, we observe that AA and CN give comparable

performance while JC and RA fail to achieve the accepted range of AUC for

both types of test data, i.e. All Edges and Missing Edges. Among the graph

kernels-based methods, we observe that PC performs better than other graph

kernels, namely EXP and NEU. Furthermore, Among all the link predictors, AA

always gives either comparable or better performance when compared to the rest

of the link predictors.

From the above discussed experimental observations, it can be inferred that state-

of-the-art local similarity measure and spectral graph kernel-based link predictors
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are capable enough to capture the relational dependencies in the underlying hetero-

geneous terrorist attack network. Furthermore, these link predictors are capable

of collective prediction of different types of relations in HIN such as heterogeneous

and homogeneous.

3.8 Summary

This chapter focuses on proposing heterogeneous formulations for state-of-the-art

local similarity measures and spectral graph kernels. We adapt the traditional

common neighbor-based similarity measures such as Common Neighbor, Jaccard

Coefficient, Adamic-Adar, and Resource Allocation by exploiting the node

importance for link prediction in HIN. Further, a heterogeneous framework based

on modified adjacency matrix is proposed to adapt the homogeneous spectral

graph kernels such as Path Counting, Exponential, and Neumann for predicting

links in HIN. As different node types may have different importance, the proposed

heterogeneous versions of similarity measures capture the natural scenarios of the

real-world system. This work has been published in SocialCom-20154.

In the next chapter, we exploit the above proposed heterogeneous similarity mea-

sures for link prediction in a heterogeneous terrorist attack network.

4Anil, A., Kumar, D., Sharma, S., Singha, R., Sarmah, R., Bhattacharya, N. and Singh, S.R.,
2015, December. “Link prediction using social network analysis over heterogeneous
terrorist network”. In 2015 IEEE International Conference on Smart City/SocialCom/Sus-
tainCom (SmartCity) (pp. 267-272). IEEE, Chengdu, China





Chapter 4

Link Prediction Using Exogenous

Factors as Node Importance

The previous chapter proposes heterogeneous versions of local similarity measures

and spectral graph kernels for predicting links in a HIN. From the experimental

results, it is observed that local similarity measures are simple yet give promising

performance. Therefore, this chapter exploits the proposed heterogeneous local

similarity measures for link prediction in heterogeneous terrorist attack network.

The proposed heterogeneous local similarity-based link predictors harness different

types of node importance for estimating the likelihood of a link. Thus, this study

attempts to incorporate different types of node importance by exploiting endoge-

nous (e.g. network structure) as well as exogenous (e.g. news media) factors.

Like chapter 3, this chapter also explores terrorist attack dataset. Previous studies

on counter-terrorism states that a terror attack may be influenced by exogenous

information such as news media, television, etc. [115, 116]. Thus, in this study,

we capture the effects of exogenous factors, namely news reporting and temporal

dynamics of the network while predicting future links in the underlying terrorist

attack network.

39
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4.1 Introduction

In real-world HINs, a structural change (e.g., formation/deletion of links) might be

caused due to endogenous information (existing network structure) or exogenous

information (e.g., news media, social media, etc.) [117]. For example, in case of

bibliographic HIN, apart from the network structure, a co-authorship may happen

between two authors if they follow similar research profiles on twitter1 or they are

featured in the same debate as research experts. Thus, capturing effects of exoge-

nous factors while mining a HIN is an important pre-requisite. Motivated with

this, in this chapter we focus on capturing various exogenous information while

predicting future links in a Heterogeneous Terrorist Attack Network (HTAN).

Although it is well established that exogenous information affect the evolution of

majority of the real world social and information networks [117], yet capturing

different types of exogenous factors is a non-trivial research problem. Thus, to

incorporate the effect of exogenous information, we propose to use Personalize

PageRank (PPR) [105, 118] as a single model capable of estimating the node

centrality-based on supervised parametric setups as personalization parameter.

In this study, we consider reporting of news media and temporal dynamics of the

underlying HTAN as exogenous information and exploit PPR to estimate the node

importance personalized to these exogenous information.

Several link prediction methods have been proposed in the literature, e.g. proximity-

based [8], path-based [8], tie weight-based [113], random walk-based [119] etc. Ex-

cept for the few random walk-based approaches, a majority of the methods do

not consider node importance while predicting future relations. However, in the

context of heterogeneous network (terrorist attack network in particular), node

importance may play an important role. For instance, a terrorist organization

may prefer to attack a country which is popular across the globe to achieve more

attention. The heterogeneous similarity measures proposed in Section 3.2 are ca-

pable of capturing node importance while estimating the likelihood of a future

links. Therefore, this study exploits these heterogeneous similarity measures with

1https://twitter.com
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various types of node importance capturing endogenous as well as exogenous in-

formation for link prediction in HTAN.

4.1.1 Contribution

This chapter has the following major contributions:

• Projecting personalized PageRank as a potential solution to capture various

heterogeneous scenarios (without changing underlying model) while estimat-

ing network centrality.

• Projecting personalized PageRank as a potential framework to seamlessly

incorporate information from exogenous sources.

• Predicting relationship between heterogeneous attributes of the underlying

heterogeneous terrorist attack network using heterogeneous similarity mea-

sures capable of incorporating exogenous information as node importance.

4.2 Proposed Framework

4.2.1 Node Importance and Centrality Measures

Several centrality measures have been proposed in literature e.g. degree [28], be-

tweenness [29], closeness [30], PageRank [9], Eigenvector [31] etc. As this study

aims at incorporating the effects of exogenous information, we consider Personal-

ized PageRank (PPR) as a method capable of incorporating exogenous information

as its personalization parameter.

4.2.2 Random Walk-Based Method

Given a Markov transition matrix M of a network G, let xt be a vector such that

xt[i] denotes the probability that a random walker is at the node i ∈ V after
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time t. Now, xt can be defined as below [120].

xt[i] =
∑
j∈V

xt−1[j]M[j, i]

Considering for all the vertices in the network, the above expression can be written

as

xt = Mxt−1

If the random walker infinitely keeps walking, it may converge to final stationary

distribution vector x i.e.,

x = Mx

If the matrix M is stochastic and primitive, x converges to principle eigenvector

whose principle eigenvalue is 1. Now, a real network such as Web hyperlink, social

network, biological network may not be primitive. Brin and Page in their seminal

paper [9] address this problem by introducing a damping factor d that allows the

random walker to stop the walk and restarts from a random node, and propose

the popular PageRank centrality measure. Thus, the PageRank of a node i ∈ V

is defined as below.

x[i] = d
∑
j∈V

x[j]M[j, i] + (1− d)
1

N

where N is the number of nodes in the network and the damping factor d is the

probability of continuing random walk by following the links in the network and

(1− d) is the probability of jumping to a random node. In other words, we can

write it as below.

x = [dM + (1− d)IvT ]x (4.1)

where I is the identity vector i.e., IT = {1, 1, 1.....1} and vT = { 1
N
, 1
N
, ..., 1

N
}.

By adding the second term, the transition matrix dM + (1− d)IvT is primitive.

In the above PageRank formulation, a random walker jumps to any random node

with equal probability i.e., 1
N

. However, in a heterogeneous network, different

classes of nodes may have different privileges. We may wish to determine centrality
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of a network or similarity between nodes by considering certain classes of the node

with higher importance. Thus, we have adopted Personalised PageRank to address

the problem of centrality in a heterogeneous network.

4.2.3 Personalised PageRank for heterogeneous network

Unlike PageRank, personalised PageRank assumes that different user will have a

different walking preference. A person in the film industry may prefer to visit

web pages in entertainment domain more than literature. In such a scenario,

traditional PageRank fails to capture user’s preferences. Personalized PageRank,

as discussed in [118], incorporates user’s preferences and can be defined as follows.

x = [dM + (1− d)IpT ]x (4.2)

where p is a stochastic personalized vector reflecting user’s preference of visiting

the nodes in random jump i.e., p[i] is the probability of jumping to node i by the

user.

Let B be the weighted adjacency matrix of the heterogeneous graphG. In general,

matrix B may not be stochastic. We then perform the following transformation

to make it a stochastic transition matrix.

B[i, j] =


ωe(i, j)∑

k∈V

ωe(i, k)
, if

∑
k∈V

ωe(i, k) 6= 0

1

|V |
, Otherwise

Now, let q be a personalized stochastic vector representing the node priorities (or

importance) as defined by ωv of G i.e., q[i] =
1 + ωv[i]∑

k∈V ωv[k] + |V |
. We provide

smoothing parameter to avoid zero probability. Thus, we formulate personalized

PageRank centrality for a heterogeneous graph by substituting M by matrix B

and p by q in Equation (4.2).

x = [dB + (1− d)IqT ]x (4.3)
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Proposition 4.1. The matrix dB+(1−d)IqT in the Equation (4.3) is stochastic

and primitive.

Proof. Since q is a stochastic matrix with non-zero elements, the matrix IqT is a

stochastic matrix with non-zero elements. It has no zero elements i.e., it repre-

sents a completely connected graph. Therefore, IqT is irreducible and aperiodic.

Further, the matrix B is stochastic by its construct. Since convex summation of

two stochastic matrices is a stochastic matrix, the matrix dB + (1− d)IqT is a

stochastic matrix. Further, since IqT is irreducible and aperiodic, the convex sum

is also a irreducible and aperiodic matrix. Hence, the matrix dB + (1− d)IqT is

stochastic and primitive.

Without loss of generality, we can realize that the centrality vector x in Equa-

tion (4.3) will converge to unique principle eigenvector of dB + (1−d)IqT whose

eigenvalue is 1. We use the centrality score of Equation (4.3) to define estimate

of wv(x) for the node proximity based link prediction.

4.2.4 Incorporating Exogenous information

As mentioned in the earlier discussion, apart from the topological information, we

extend our study with other information such as appearance in news publications,

temporal characteristics of network entities. Such information may be available in

terms of a vector or a matrix. The proposed PPR has the capability to incorporate

such information without any problem. If the information is available in the form

of a node vector r, Equation (4.3) can be extended as

x = [d1B + d2IqT + d3IrT ]x (4.4)

where d1 + d2 + d3 = 1. Similarly, if the information is available in the form of

a matrix R, Equation (4.3) can be extended as

x = [d1B + d2IqT + d3R]x (4.5)
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Table 4.1: Characteristics of dataset and exogenous information.

Node Edge Duration
GTD Training 7177 92858 2000-2009

Test(gp-cn) 258 231 2010-2014
Test(gp-cty) 758 740 2010-2014
Test(gp-tar) 179 522 2010-2014

THE HINDU Training 7177 9699 2000-2009
Tensor GTD matrix Training 7177 92858 2000-2009

Tensor activeness vector Training 7177 NA 2000-2009

Table 4.2: Number of Nodes in Different Classes for Training Data, TarType:
Target Type, TarSubtype: Target Subtype, WeapType: Weapon Type, Weap-

Subtype: Weapon Sub Type, and AttType: Attack Type.

Country Group City Region Province
126 707 4751 12 1411

TarType TarSubtype WeapType WeapSubtype AttType
20 106 9 27 8

Thus, the expression can be further extended if additional information is available

from multiple sources.

4.3 Dataset and Experimental Setup

This study uses Global Terrorist Data (GTD) collected from National Consortium

for the Study of Terrorism and Responses to Terrorism [109]. The heterogeneous

terrorist attack network (HTAN) is constructed by following the similar procedure

adopted in Chapter 3.

For evaluation, we have considered the dataset between 2000 to 2009 as the training

and 2010 to 2014 as the test dataset. Table 4.1 shows the characteristics of the

datasets. Table 4.2 provides the count for different types of nodes used for training

in this study.

As discussed in Section 4.1, exogenous information affect the underlying network

structure. Thus, Co-occurrence of different objects defining a terrorist attack

in news articles justifies the existence of relational dependencies among them.
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Therefore, to investigate the effect of news media this work exploits the published

news articles in popular newspaper from India namely, THE HINDU2. We generate

a new network which only considers nodes and edges from GTD network. If two

nodes are co-occurring in an article we put an edge between the node pair. Since

this network is built particularly over the GTD network with THE HINDU, we

name this network as GTDHINDU .

From earlier studies [121, 122], it can be inferred that incorporating temporal

dynamics of the underlying network may result in better performance in estimating

centrality, link prediction, etc. For example in counter-terrorism, recent activity

of terrorist organizations may be of more importance than their past behavior. To

incorporate this we further create a tensor GTD network (GTDT
Freq) and a Tensor

activeness vector (GTDT
Act) which give more importance to recent relationships in

GTD and node frequency from GTD respectively. For constructing GTDT
Freq, we

divide the GTD network into ten different snapshots where a particular snapshot

represents a network for one year (i.e. 2000, 2001, etc.). In the similar way, for

GTDT
Act, we divide the frequency of different nodes year wise which results in ten

activeness vectors. Now, GTDT
Freq and GTDT

Act are constructed in the following

manner:

Suppose the dataset is divided in X1 to XT matrices, then the collapsed data from

1 to T is:

E =
T∑

t=1

α(T+1)−tXt (4.6)

where α ∈ (0, 1) can be chosen by the user. In this study, we have considered

0.8 as the value of α. Similarly, we create the tensor vector by considering E and

X as vectors.

2https://www.thehindu.com/ (We consider THE HINDU in this study as it has consistent
archived news reporting related to the world-wide terrorist attack for the duration being studied,
i.e., 2000-2009)
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4.3.1 Parameters Used for Ranking Nodes Using PPR

As discussed in Section 4.1, the objective of this work is to study the effects

of exogenous information such as, news media (GTDHINDU ) and temporal dy-

namics of GTD network (GTDT
Freq, GTD

T
Act). To incorporate the influence of

exogenous information this study proposes to use node importance obtained using

PPR personalized by various exogenous information. From PPR formulation in

Equation (4.3), it is evident that it can be adapted for both types of personal-

ization parameter, i.e. matrix and vector by just replacing IqT to GTDHINDU

or GTDT
Freq matrix and q to GTDT

Act vector respectively. Utilizing these three

external information and two more vectors consisting of total frequency of nodes

(from 2000 to 2009, refer Table 4.1) and only the recent node frequency (i.e. from

2009) from GTD network, we propose the following five parametric variants of

PPR centrality:

1. PPRCo : PPR with co-occurrence matrix obtained using GTDHINDU as

personalization parameter.

2. PPRTRel : PPR with GTDT
Freq matrix as personalization parameter.

3. PPRTAct : PPR with GTDT
Act vector as personalization parameter.

4. PPRFreq : PPR with frequency of nodes during the training period, i.e.,

during 2000-2009 as personalization vector.

5. PPRRecy : PPR with the frequency of nodes in recent past is considered as

personalization vector. To estimate the recent frequency of nodes, we select

the total frequency of nodes in last one year from training data, i.e. 2009.

We chose year 2009 based on the intuition that, node frequency in the near-

est year from test data would provide more correct information. However,

recent information may also be fine-grained by treating node frequency dif-

ferently for different days and months using some weighting parameters. For

example, while estimating total frequency for the year 2009 one may weight

more to the frequency in specific months, nearby dates from a past attack,

etc.
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4.4 Experimental Observations

This section investigates the ability of parametric Personalized PageRank formu-

lated in Section 4.2.3 and Section 4.2.4 for performing various network-mining

tasks without changing the underlying model, but by passing appropriate user-

defined personalization parameters. We begin with investigating effect of different

personalization parameters of PPR on node importance. Here we analyze the

linear dependency between the rank obtained by the model for terrorist organiza-

tions with their actual activeness frequency in future (from 2010 to 2014) using

Pearson Correlation Coefficient. We further attempt to understand the effect of

node importance exploiting exogenous information on link prediction using het-

erogeneous similarity measures defined in Chapter 3 (refer Section 3.2). The link

prediction analysis is focused mainly on three heterogeneous relations; (i) relation

between terrorist organization and country indicating a future possible attack by

organization on a country, gp-cn, (ii) relation between terrorist organization and

city indicating a future possible attack by an organization on city, gp-cty, and

(iii) relation between terrorist organization and a target type in future attacks,

gp-tar. Further, we also investigate the effect of proposed models for predicting

relation between homogeneous attributes, namely, gp-gp which shows the adapt-

ability strength of the models.

4.4.1 Centrality and its correlation with future activities

In network science, centrality measures define the level of prominence of a node

in a network. Among various centrality measures, PPR is a flexible random walk-

based model where the walker visits the nodes under a supervised direction. This

section investigates the effect of various formulations of PPR model parameters

which potentially provide high correlation with the ground truth (i.e., future ac-

tivities). For this task, we consider all the active terrorist organizations during

testing period (i.e., between 2010 to 2014) and rank them by their frequency of

attacks. This ordered list is considered as the ground truth. We, then, estimate
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Figure 4.1: Correlation of different ranking models with future attack fre-
quencies (Ground Truth), K ∈ (20, 40, 60, ..., 201).

Pearson’s correlation between the ground truth and the observed PPR centrality

order (estimated from the training data) using various personalized parameters.

We investigate five PPR model parameters as described in Section 4.3.1. These

five model parameters are formulated to study the effect of four different aspects;

(i) effect of media reporting (PPRco), (ii) effect of recent activities (PPRRecy),

(iii) effect of frequency of activities in the past (PPRFreq), and (iv) temporal

effect (PPRT
Rel, PPR

T
Act). Apart from these PPR variants, we also investigate

correlation performance of non-personalized PageRank model.

The plots in Figure 4.1 show correlation between ranking of terrorist organizations

using training data by PPR and ranking by the frequency of attacks during testing
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Table 4.3: Link Prediction performance in Average AUC score by different
parametric PPR models and state-of-the-art methods (do not use node impor-

tance, Unweighted).

Similarity
Measure

Relation
Weighted/Ranking Models

PR PPRCo PPRT
Rel PPRT

Act PPRFreq PPRRecy Unweighted

Common
Neighbor

gp-cn 0.741 0.739 0.74 0.741 0.736 0.75 0.74
gp-cty 0.702 0.683 0.71 0.711 0.703 0.732 0.712
gp-tar 0.73 0.712 0.726 0.727 0.725 0.732 0.747

Jaccard
Coefficient

gp-cn 0.649 0.649 0.679 0.68 0.679 0.683 0.561
gp-cty 0.547 0.569 0.581 0.581 0.58 0.588 0.436
gp-tar 0.62 0.65 0.675 0.677 0.672 0.689 0.612

Adamic
Adar

gp-cn 0.743 0.738 0.741 0.742 0.737 0.75 0.736
gp-cty 0.705 0.682 0.712 0.713 0.703 0.733 0.695
gp-tar 0.733 0.715 0.727 0.728 0.725 0.733 0.741

Resource
Allocation

gp-cn 0.743 0.737 0.743 0.744 0.74 0.753 0.7
gp-cty 0.711 0.68 0.715 0.717 0.708 0.74 0.52
gp-tar 0.739 0.719 0.729 0.73 0.728 0.737 0.687

period. The motivation for the correlation analysis is to assess the linear depen-

dency between the ranking by proposed models and actual activities by terrorist

organizations in future. It is evident from Figure 4.1 that appropriate personal-

ization may enhance correlation performance. Moreover, it is observed that over

all ranges of the top organization, at least three parametrized models outperform

non-parametrized model.

From Figure 4.1, it is observed that temporal-based parameters (PPRT
Rel and

PPRT
Act) outperform other models. It also shows that future activities are influ-

enced by their past activities prioritized by their recent activities (tensor formation

in Equation (4.6) giving higher importance to recent activities.).

Remarks: Topological information of a network alone is not sufficient to predict

future activities of a terrorist organization. Considering additional information

such as historical activities of the organization, media appearance and recent ac-

tivities etc. along with topological structure help in predicting future activities.

4.4.2 Heterogeneous Relationship Prediction

In the above section, we have investigated correlation between future activities of

an organization and topological centralities, historical activities, recent activities,
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and analyze their responses in predicting future activities. With the close inspec-

tion of GTD, we found that terrorist organizations mostly follow their historical

trends, i.e. attacking same country, adopting similar target types, etc. Thus, we

predict repeated future relationships between a terrorist organization and other

objects defining an attack. The HTAN considered in this study is undirected and

weighted having ten types of nodes and forty five types of relations.

The proposed link prediction frameworks in Section 3.2 can potentially study link

prediction between all forty five relations. However, this study focuses on three

types of relationships; (i) organization attacking a country (gp-cn) consisting 231

relations between 201 terrorist groups and 57 countries, (ii) organization attacking

a city (gp-cty) consisting 740 relations between 102 terrorist groups and 656 cities,

and (iii) organization attacking on a target type (gp-tar) consisting 522 relations

between 169 terrorist group and 10 target types. We consider all the four types

of heterogeneous similarity measures defined in Section 3.2; Common Neighbor

(CN), Jaccard Coefficient (JC), Adamic Adar (AA) and Resource Allocation (RA)

and predict the above mentioned three types of relationships (gp-cn, gp-cty,

gp-tar). Considering the above five PPR-based measure of centrality as well as

non parametrized PageRank as node weights, we investigate their link prediction

performance using average AUC score.

Table 4.3 presents the link prediction performances in terms of Average AUC

score for six node centrality setups with the baseline prediction models without

considering node weights (Unweighted). Out of 72 prediction cases (six centralities,

four prediction models, and three types of relations to be predicted), the proposed

node weighed version outperforms unweighted counterparts at least in 70% cases.

It shows that node weight helps in improving prediction accuracy. Among the four

prediction models, RA dominates the other three models (CN, JC, and AA) in

all the parametric setups except for PPRCo. While comparing the performance of

node weighted RA with that of unweighted counterpart, it clearly shows that node

weighted RA (with all six centralities) outperforms the unweighted counterpart.

From Table 4.3, it is evident that node importance has significant contribution
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Figure 4.2: Average Precision for top 50 predicted relations by RA.

while predicting future repeated relations. Prediction score for RA is improved by

7.5% for gp-cn, 42.4% for gp-cty and 7.6% for gp-tar.

While observing significant improvement in prediction performance after consid-

ering node importance (as compared to unweighted counterpart), it is observed

that the six personalization parameters provide comparable AUC scores. Though
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we observe significant differences in correlation analysis as reported in Figure 4.1,

the comparable prediction performance in Table 4.3 may be due to the averaging

effect while estimating AUC scores. To investigate this, we further evaluate the

predicted relations using Average Precision at K (AP@K). AP@K estimate

prediction performance for some of the top predictions (in terms of likelihood of

link existence) and can be defined as follows:

AP@K =

∑
k∈P Precision@k

|P|
(4.7)

where P is set of positions of the correct predictions in top K.

Among the four link prediction methods we chose RA as it is atleast 70% times

better than others (see Table 4.3).

Figure 4.2 shows the AP@K for different values of K, i.e. 10, 20, 30, 40, and 50.

It is evident that weighted methods (PR, PPR) perform better than unweighted

method in predicting all the three relations, i.e. gp-cn, gp-cty, gp-tar in Fig-

ure 4.2 (a), (b), and (c) respectively. It can be inferred from this observation

that with appropriate prioritization PageRank-based methods can be exploited

for better predictions. In almost all the cases PPRRecy performs better than oth-

ers which shows the ability of recent information in predicting future relations. It

is also observed that for predicting gp-cn relation PPRCo performs better than

all others. This observation indicates that co-occurrence of terrorist organiza-

tion and country on news media influence future attacks. However, PPRCo is

observed to be under-performing for predicting gp-cty and gp-tar relations. It

may be due to less frequency of co-occurrences for city or target types with the

terrorist organizations in news articles as the experimental dataset limits to THE

HINDU publication only which may have missing information for world-wide ter-

rorist attack information at finer granularity such as city and target types. Thus, a

world-wide and diverse media collection from multiple sources such as news media,

social media, television, etc. may provide more stronger inference.
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Figure 4.3: Terrorist Attack Distribution over 2000-2014.

In the above discussion, we have averaged the scores over the entire set of terrorist

organizations. However, attack frequency of different organization varies widely.

Figure 4.3 shows attack frequency distribution of different organizations. It clearly

shows that very few terrorist organizations carry out majority of the attacks glob-

ally. Characteristics of active and less active organizations may be different. To

understand such possible patterns, we further analyze AP@K for most active

and less active terrorist organizations separately in two ways: (i) Considering

only those relations formed by top ten most active terrorist groups, (ii) Relations

formed by other least active terrorist groups.

Similar to the observation in Figure 4.2, weighted methods perform better than

unweighted in almost all the cases for predicting relations contributed by most

active and the rest terrorist organizations (refer Figure 4.4). It can also be seen

that PPRRecy constantly performs better than all the setups while considering re-

lations only from top ten most active groups. However, it always under-performs

for the relations considering other least active groups. This observation is intuitive

as PPRRecy utilizes the recent frequency of terrorist organizations as personaliza-

tion vector to PPR. It is interesting to note from Figure 4.4 that, PPRCo under-

performs in predicting relations from most active organizations while it constantly

performs better in predicting relations by other least active organizations. Hence,
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(d) Top K Predicted Relation (gp-cn) for 191 least active terrorist organizations
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(b) Top K Predicted Relation (gp-cty) for ten most active terrorist organizations
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Figure 4.4: Average Precision by RA for Top 50 predicted relations formed
by Most Active and Rest of the terrorist organizations.

it may be inferred that in case of most active terrorist organizations recent attack

information is crucial whereas media reporting helps in predicting relationship

formed by least active terrorist organizations.

Remarks: Predicting relationship gets better by considering the effect of exoge-

nous information as node weights. However different information sources have

different effects. The recent information is important for most active terrorist
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Table 4.4: Top five Terrorist Organization Alliance predicted by RA using all
the parametric variants of PPR as centrality measures listed in Subsection 4.3.1.

PR PPRCo PPRT
Rel PPRT

Act Freq Recy Unweighted
Taliban TTP LTTE Maoists Taliban TTP Taliban TTP Taliban TTP Taliban TTP AQLIM GSPC
Maoists CPI-Maoist HM LeT Maoists CPI-Maoist Maoists CPI-Maoist Maoists CPI-Maoist Maoists CPI-Maoist Hamas PIJ

LTTE Taliban LeT JeM LTTE Taliban LTTE Taliban LTTE Taliban LTTE CPI-Maoist ELN FARC
LTTE Maoists HM JeM LTTE Maoists LTTE Maoists LTTE Maoists LTTE Maoists FARC AUC
LTTE TTP LTTE ULFA LTTE CPI-Maoist LTTE CPI-Maoist LTTE TTP LTTE Taliban MILF NPA

organization while news media helps in tracking down other least active organiza-

tions.

4.4.3 Predicting Top Alliance among various Terrorist Or-

ganizations

The terrorist attack network and link prediction methods explored in this study

can also be utilized for analyzing potential alliances among terrorist organizations

without modifying the underlying framework. It is because, two terrorist organi-

zations may be allies if they have common targets or share a common ideology.

Table 4.4 lists the top five alliances obtained using RA for different parametric

PPR as centrality measures. After referring to external sources; (i) Wikipedia

pages related to concerned terrorist organizations and (ii) IDSA publications to-

wards the possible alliance, we have manually verified the top observed alliances

reported in Table 4.4. It is observed that almost 60% of the predicted alliances

are found to be true (highlighted in Table 4.4). For example, it is easy to verify

from above sources that Maoist, CPI-Maoist, and LTTE help each other in various

needs, such as training, finances, etc., and are potential allies3. In addition, it is

also observed that PPRCo outperforms other prediction models. It shows that

incorporating news media reporting helps in determining organizational alliances

in a better way.

3http://www.idsa.in/idsacomments/Maoistsglobalweboflinkages
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4.5 Summary

This chapter investigates the ability of personalized PageRank in incorporating

exogenous information as node importance for link prediction in a heterogeneous

terrorist attack network. In particular, we study the effects of exogenous infor-

mation on predicting terrorist organization’s future activity and prediction of the

relationship between a terrorist organization with other objects (country, city and

target types). From various parametric setups, we observe that PPR when per-

sonalized with network’s temporal dynamics performs better in predicting future

attacks of terrorist organizations. Further it is also observed that incorporating

node importance can enhance relationship prediction performance. Moreover, it is

evident that recent information when used as a personalization parameter improves

the relationship prediction. This chapter has been first published in conference

proceedings of Web Intelligence4 and the extended version is published at Web

Intelligence Journal5.

Although, the heterogeneous local similarity measures help in predicting future re-

lations in the considered HIN, they explicitly exploit the network structure. How-

ever, in real-world HINs two nodes may be serving the similar roles even though

they are not connected. Therefore, in the next chapter, we extend our study to ex-

plore network embedding frameworks capable of generating node features in latent

space.

4Anil, A., Singh, S.R. and Sarmah, R., 2016, October. “Personalised PageRank as a
Method of Exploiting Heterogeneous Network for Counter Terrorism and Homeland
Security”. In 2016 IEEE/WIC/ACM International Conference on Web Intelligence (WI) (pp.
327-334). IEEE, Omaha, Nebraska, USA.

5Anil, A., Singh, S.R. and Sarmah, R., 2018, January. “Mining heterogeneous terrorist
attack network using personalized PageRank”. In Web Intelligence (Vol. 16, No. 1, pp.
37-52).





Chapter 5

Network Embedding for HIN

The link prediction models using heterogeneous local similarity measures discussed

in the previous chapter exploit explicit network structure, i.e. edge between pair of

nodes. Thus, they are limited to predicting the likelihood estimate only for those

nodes which are connected via a path. However, in real-word HINs, two nodes

may play similar structural role even they are not connected, e.g. hubs in the

social network. Therefore, this chapter explores network embedding framework

that exploits latent representation of the underlying HIN apart from the exiting

connectivity among the nodes. In particular, this chapter discusses some of the

recent state-of-the-art network embedding models and analyses their limitations

in mining a heterogeneous information network.

5.1 Introduction

Recently there is a surge in applying network embedding for addressing various

tasks in network science such as classification, clustering, link prediction, com-

munity detection etc. [97, 1, 98, 103]. Network embedding aims at learning low

dimensional feature vector capable of preserving network’s structural character-

istics [95, 97]. Further, network embedding may refer to node embedding, edge

embedding, sub-graph embedding or whole graph embedding [89]. The scope of

59
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this study (thesis) is node embedding. Majority of the network embedding models

proposed previously consider homogeneous networks, i.e. network consisting of

singular type of nodes and relations [98, 102, 97, 103]. However, majority of the

real-world information networks and social networks are heterogeneous in nature

i.e. networks consist of multiple types of nodes and relations [123]. For example,

an academic bibliographic network may be represented using Author (A), Paper

(P), Venue (V) (conference/journal) as nodes and different contextual relations

such as Author-writes-Paper (AP), Author-publishes-at-Venue (AV), etc.

Majority of the previous studies on mining heterogeneous networks [25, 21] ex-

ploit meta-path [20] which is a sequence of relations between different node types.

Further, symmetric meta-paths are capable of preserving heterogeneous proximity

between the underlying nodes. For example, in a bibliographic network, meta-

path APA gives the proximity estimate between two authors collaborating on the

same paper whereas AVA represents proximity between two authors publishing

at the same venue. While exploring a network, a meta-path defines a specific

path the explorer should follow. Recently, meta-paths have been used to generate

network embedding [1, 124] and reported to obtain promising results for various

applications in network mining such as node classification, link prediction, cluster-

ing, etc. In this chapter, we systematically analyze the effectiveness of considering

meta-path for generating network embedding, specifically for bibliographic net-

work. Since, meta-path guides to explore only the partial network defined by the

meta-path, it may lose some of the inherent network properties. Motivated by

this, this study attempts to understand the following two important issues while

considering meta-paths for generating network embeddings.

1. Does meta-path lose network information which can degrade the network

embedding performance?

2. Are meta-path-based embeddings independent to the end task?

To investigate the above-discussed problems, we evaluate embeddings generated

using different types of meta-paths using three state-of-the-art embedding models,
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namely, (i) Metapath2vec [1], (ii) Node2vec [97], and (iii) VERSE [103] on Co-

authorship prediction task and Author’s research area classification in DBLP1

heterogeneous bibliographic network. From various experimental observations, it is

evident that meta-path-based network embedding cannot be generalized for graph-

based problems of diverse nature. Further, selecting suitable node types in the

underlying heterogeneous network seems to be more important than considering

different meta-paths for heterogeneous network embedding.

5.1.1 Contribution

This chapter contributes in the following ways:

• Studies the effect of meta-path-based HIN embedding frameworks in solving

Co-authorship prediction and Author’s research area classification.

• Investigates the performance of different types of meta-path-based HIN em-

beddings over tasks of diverse nature, i.e. link prediction and classification.

5.2 Literature Survey

For network embedding, a majority of the initial studies attempt to map the nat-

ural graph representations like normalized adjacency or Laplacian matrix to lower

dimensions by using spectral graph theory [90, 94] and various non-linear dimen-

sionality reduction techniques [91, 92, 93]. However, these models are not scalable

to large real-world networks as they exploit graph decomposition techniques at

the core which require the whole matrix beforehand.

To overcome the above limitations, many network embedding models exploit a

framework which first generates a neighborhood sample using a random walk or

proximity measure and then leverages it to learn the node embeddings using a skip-

gram [104] based neural network model [97, 98, 102]. For example, Node2vec [97]

1https://dblp.uni-trier.de/
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uses a second order random walk to generate the neighborhood samples and learn

the node embedding using skip-gram model, VERSE [103] preserves the vertex-

to-vertex similarity using Personalized PageRank [105] and then exploits a single

layer neural network to learn the embeddings.

All the above graph embedding models are proposed for homogeneous network.

Recently, Metapath2vec [1] is proposed for heterogeneous network embedding

which samples the node neighborhoods using a random walk guided through a

meta-path. In a similar direction, study in [124] exploits the combined effect of

different meta-paths of predefined length to generate node embeddings in hetero-

geneous network.

5.3 Network Embedding

5.3.1 Homogeneous Network Embedding

With the popularity of word2vec model using skip-gram proposed in [104] for gen-

erating word embedding from large sentence corpus, studies in [98, 97, 102] adapt

skip-gram for network embedding. These network embedding frameworks exploit

random walk-based sampling strategy to generate node sequences capturing node’s

neighborhood characteristics similar to a sentence which captures contextual re-

lation between two words. Formally, for a given network G(V,E), network em-

bedding using skip-gram model aims at maximizing neighborhood probability for

a given node:

arg max
θ

∑
v∈V

∑
c∈N (v)

log p(c|v; θ) (5.1)

where N (v) gives the neighbors of v and p(c|v; θ) is the conditional probability

of observing neighbor node c for the given node v.
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5.3.2 Heterogeneous Network Embedding

For a given heterogeneous networkG(V,E,V, E, φ, ψ) defined in Definition (2.1),

the skip-gram model defined in Equation (5.1) can be transformed into heteroge-

neous skip-gram model as follows [1]:

arg max
θ

∑
v∈V

∑
τ∈V

∑
cτ∈Nτ (v)

log p(cτ |v; θ) (5.2)

whereNτ (v) gives the neighbor nodes of v from τ th type. Furthermore, p(cτ |v; θ)

is defined using softmax function, i.e. p(cτ |v; θ) = exp(Xcτ ·Xv)∑
u∈V exp(Xu·Xv)

, where Xv

corresponds to the embedding vector of node v.

5.3.3 Meta-path-based Heterogeneous Network Embedding

The meta-path-based heterogeneous network embedding model exploits heteroge-

neous skip-gram defined in Equation (5.2). Further, random walks guided through

meta-paths are used to generate neighborhood samples for all the nodes. In other

words, random walker traverses partial heterogeneous network specific to underly-

ing meta-path. For example, Metapath2vec exploits APVPA (or AVA) meta-path

while generating random walk-based node sequences [1].

While Metapath2vec has been proposed specifically for heterogeneous network

embedding, the above-discussed meta-path-based network embedding framework

can be easily adapted by homogeneous network embedding methods through re-

defining the input network with specific meta-path. Therefore, this study further

exploits two homogeneous network embedding models namely Node2vec [97] and

VERSE [103] for meta-path-based heterogeneous network embedding.
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5.4 Experimental Setups and Analysis

5.4.1 Experimental Dataset

This study uses DBLP bibliographic dataset (reported in [125]) covering publica-

tion information for the period between years 1968 to 2011. To generate various

network embeddings using different meta-paths and to evaluate the embedding

performance over different applications, we further divide the dataset into two

parts; (i) from 1968 to 2008 for generating network embedding, and (ii) from 2009

to 2011 for evaluating the embeddings over different applications. This study con-

siders three types of nodes, namely (i) Author (A), (ii) Paper (P), and (iii) Venue

(V) for constructing various types of networks defined by all possible meta-paths.

We construct the following four types of undirected networks from the DBLP

1968-2008 dataset.

• AA: It is a homogeneous unweighted co-authorship network considering only

Author node type. Two nodes are connected if they co-author a paper.

• APA: It is a heterogeneous unweighted network considering Author and Paper

node types. An author is connected to a paper if he/she is one of the authors

of the paper.

• AVA: It is a heterogeneous unweighted network considering Author and Venue

node types. An author is connected to a venue if he/she published a paper

in that venue. This network structure is similar to the structure considered

in Metapath2vec [1].

• All: It is a heterogeneous unweighted network considering all three types of

nodes (Author, Paper, and Venue) and corresponding relationships between

them.

Table 5.1 shows the characteristics of these experimental networks.
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Table 5.1: Characteristics of different networks constructed over DBLP data,
Training Data: 1960-2008, Testing Data: 2009-2011.

DBLP 1968-2008 DBLP 2009-2011
Dataset AA APA AVA All

Node Types Author Author Paper Author Venue Author Paper Venue Author
# Nodes 162298 162298 155189 162298 621 162298 155189 621 18457
#Edges 461722 475828 326602 957856 29677

5.4.2 Experimental Setups

As mentioned above, three popular recently proposed network embedding mod-

els, namely (i) Metapath2vec [1], (ii) Node2vec [97], and (iii) VERSE [103] are

considered to generate node embeddings. For all the models, we use the same

hyper-parameter values as described in the original studies cited above. All the

embedding results reported in this chapter consider 100-dimensional vector 2. To

investigate the performance of different meta-paths and their associated embed-

ding, we evaluate the embedding quality using the following two applications.

5.4.2.1 Co-authorship Prediction:

Like the study [103], we also consider Co-authorship prediction task as a classi-

fication problem i.e., given a node pair, classify if the node pair has a co-author

relation or not. To model it as a binary classification problem, we generate fea-

ture vectors representing node pairs using Hadamard operator [97, 103]. To avoid

possible bias with the embedding towards the target application, we consider the

DBLP 2009-2011 (non-overlapping with the embedding dataset) for generating

samples for the classification task. In this sample, there are 29,677 number of

co-authorship relations and 18,457 authors. We use random 80-20 split as train-

ing and test samples subjected to four different classifiers namely Gaussian Naive

Bayes (NB), Random Forest (RF), Decision Tree (DT), and Logistic Regression

(LR). To avoid over-fitting, the above setup has been repeated 10 times.

2While testing with different dimensions 100, 200, 300, we did not observe significant differ-
ences. We therefore consider 100-dimensional vector.
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Table 5.2: Accuracy for Co-authorship Prediction by Classifiers for different
Networks.

Metapath2vec Node2vec VERSE Combine
Classifier AA APA AVA All AA APA AVA All AA APA AVA All AA APA AVA All

NB 0.585 0.633 0.694 0.717 0.688 0.699 0.697 0.719 0.725 0.756 0.733 0.746 0.673 0.745 0.737 0.758
RF 0.761 0.724 0.698 0.720 0.749 0.731 0.698 0.730 0.760 0.754 0.707 0.744 0.772 0.753 0.714 0.748
DT 0.683 0.654 0.628 0.644 0.678 0.658 0.632 0.657 0.688 0.674 0.642 0.678 0.699 0.673 0.645 0.678
LR 0.736 0.739 0.738 0.766 0.773 0.766 0.75 0.777 0.788 0.784 0.764 0.796 0.799 0.795 0.778 0.806

Table 5.3: Accuracy for Author’s Research Area Classification by Classifiers
for different Networks.

Metapath2vec Node2vec VERSE Combine
Classifier AA APA AVA All AA APA AVA All AA APA AVA All AA APA AVA All

NB 0.392 0.476 0.503 0.499 0.500 0.582 0.497 0.488 0.492 0.557 0.550 0.552 0.429 0.58 0.529 0.522
RF 0.484 0.486 0.491 0.482 0.488 0.536 0.518 0.509 0.495 0.499 0.530 0.545 0.499 0.529 0.527 0.53
DT 0.442 0.439 0.439 0.428 0.436 0.481 0.472 0.449 0.445 0.440 0.476 0.490 0.456 0.471 0.474 0.495
LR 0.504 0.539 0.565 0.566 0.486 0.544 0.559 0.555 0.536 0.531 0.605 0.624 0.552 0.592 0.612 0.625

5.4.2.2 Research Area Classification:

We now investigate the quality of the embeddings for predicting author’s research

area. For each author in DBLP 2009-2011, we further identify (considering the

Field attribute in [125]) the area in which author has maximum publication and

consider it as the author’s class label. Like Co-authorship prediction, we use

similar random 80-20 split for all the classifiers and repeated 10 times.

5.4.3 Result and Discussion

Tables 5.2 and 5.3 present the Accuracy for Co-authorship prediction and Author’s

research area classification respectively using three network embedding models

discussed above for all networks, i.e. AA, AVA, APA, and All. From Tables 5.2

and 5.3, it is observed that LR out-performs other classifiers in 93% times for

Co-authorship prediction and 75% times for Author’s research area classification

task. Therefore, we select LR Accuracy for further analysis.

We first investigate if meta-path-based embedding loses information or not. It is

evident from Tables 5.2 and 5.3 that almost all the models perform best by ex-

ploiting All network and show poor performance with AA, APA, and AVA networks

for both tasks, i.e. Co-authorship prediction and area classification. Thus, it can

be inferred that meta-path alone may be a weak representation for the network
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because it does not incorporate the impacts of other relational properties while

capturing node neighborhood.

Secondly, we intend to investigate if the same embedding responds coherently to

different problems. From Tables 5.2 and 5.3, it is clearly visible that APA performs

better than AVA for Co-authorship prediction whereas AVA performs better than

APA for classifying Author’s research area. This observation is true for all the

embedding techniques used in this study. Thus, meta-path-based heterogeneous

network embedding cannot be generalized for the tasks of different nature.

The homogeneous network AA and heterogeneous network APA, preserve similar

proximity, i.e. Co-authorship between underlying pair of authors. From Table 5.2,

it is evident that AA performs better than APA for Co-authorship prediction in ma-

jority of the cases. However, for Author’s research area classification in Table 5.3,

APA performs better than AA in almost all the scenarios. Thus, it can be inferred

that meta-path-based heterogeneous network embedding may perform differently

(poor or better) compared to homogeneous network embedding when subjected to

tasks of diverse nature.

Among all the embedding models, VERSE consistently outperforms others for al-

most all the networks and classifiers for both Co-authorship prediction and re-

search area classification tasks. It may be because unlike Metapath2vec and

Node2vec, VERSE exploits a Personalized PageRank [105] capturing vertex-to-

vertex similarity while generating the neighborhood sequences.

We further investigate combining all the three embeddings (Metapath2vec, Node2vec,

VERSE) by concatenating the feature vectors. From Tables 5.2 and 5.3, it is ob-

served that combined embedding always out-performs individual embedding for

Co-authorship prediction and Author’s research area classification over all the

four networks.
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5.5 Summary

In this chapter, we investigate the applicability of meta-paths in heterogeneous

network embedding for Co-authorship prediction and Author’s research area clas-

sification problems in heterogeneous DBLP database. From various experimental

results, we observe that by using appropriate node and relation types, major-

ity of the embedding methods out-perform their counter-parts exploiting meta-

path-based network for both of the above-mentioned tasks. Further, it is also

evident that exploiting past co-authorship relation or APA meta-path yields bet-

ter co-author prediction in comparison to AVA meta-path which exploits author’s

publication venue. On the other hand, AVA meta-path contributes positively to

Author’s research area classification problem and have superior performance than

APA meta-path. Thus, for heterogeneous network embedding one should carefully

choose the node types, relation types, and meta-paths which can capture the net-

work characteristics in a better way to address the underlying problem. This work

has been accepted by ICADL-20183 and published in PReMI-20194.

As discussed above, selecting best meta-path is not a trivial problem. Since major-

ity of the network embedding models require larger training time (in comparison

to the topology-based models), the issue of finding optimal meta-path is more

critical. Thus, there is a requirement for approaches which do not need explicit

meta-paths for network embedding. In the next chapter, we propose one such

network embedding-based on preserving k-hop random node proximity for HIN

embedding.

3Anil, A., Chugh, U. and Singh, S.R., 2018, August. “On Applying Meta-path for Net-
work Embedding in Mining Heterogeneous DBLP Network”. Accepted by International
Conference on Asia-Pacific Digital Libraries (ICADL), Hamilton, New Zealand.

4Anil, A., Chugh, U. and Singh, S.R., 2019, August. “On Applying Meta-path for Net-
work Embedding in Mining Heterogeneous DBLP Network”. Published in International
Conference on Pattern Recognition and Machine Intelligence (PReMI), Tezpur, India.
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HIN Embedding using k-hop

Random Walks

The previous chapter exploits various meta-paths over state-of-the-art embedding

models for heterogeneous network embedding. However, selecting the optimal

meta-path is yet a critical pre-requisite. As observed in Chapter 4 that real-word

HIN (i.e. heterogeneous terrorist attack network) may have large number of meta-

paths and selecting the best is not an easy task. Further, from Chapter 5, it

is evident that meta-path-based HIN embedding cannot be generalized and may

lose network characteristics. Therefore, this chapter focuses on devising a novel

network embedding model that do not require explicit meta-path information while

HIN embedding.

6.1 Introduction

Network embedding using neural network over social and information networks

became popular in a very recent time. Majority of the unsupervised network

embedding methods use a two-step framework, (i) generate the node sequences

using a sampling method, and (ii) train a neural network on these sequences to

generate embedding [97, 1, 98].

69
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Random walk is one of the popular and scalable sampling methods for real-world

information networks. To generate network samples, early network embedding

models use the first-order random walk where the transition to next node only

depends on the current node [98]. However, as reported in studies [97, 126], for

real-world information networks, a second-order random walk (transition to next

node depends on current and previous nodes) preserves network characteristics

more efficiently by capturing community dynamics and structural equivalences.

Though the above random walk-based sampling methods help in generating effi-

cient network embedding for homogeneous networks (consisting of singular type

of nodes and edges), as reported in Metapath2vec [1] they perform poorly on

heterogeneous networks (consisting of multiple types of nodes and edges). How-

ever, the main challenge of Metapath2vec is to select a suitable meta-path for

heterogeneous networks with many types of nodes and edges.

All the embedding models discussed above exploit random walk for node sampling

which is bound to consider adjacent neighbors. However, heterogeneous networks

may often have neighbors of different types. For example, in a heterogeneous

bibliographic network consisting of author, paper, and venue as nodes, two authors

may be connected via a paper or a venue. Therefore, neighbors of different hops

(distance) may potentially capture different latent characteristics. Motivated by

this, this work proposes a k-hop random walk-based sampling approach (RW-k)

that performs random walk on k-hop neighbors and preserves proximity of random

neighbors separated by k hop or edges.

We use the RW-k based network samples for network embedding using skip-gram

model [104] with negative sampling. Thereafter, we evaluate the embedding per-

formance on Co-authorship prediction task over three heterogeneous bibliographic

networks extracted from DBLP1 and ACM2 bibliographic databases. We com-

pare the performance of embedding using the proposed RW-k sampling method

to recently proposed embedding methods exploiting random walk-based sampling

1https://dblp.uni-trier.de/
2https://www.acm.org/
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namely Metapath2vec [1], Node2vec [97] and VERSE [103]. From various experi-

ments, it is evident that RW-k outperforms the state-of-art network embedding

methods and improves the performance of Co-authorship prediction significantly.

6.1.1 Contribution

The major contributions of this chapter are:

• A novel random walk-based sampling approach (RW-k) suitable for mining

heterogeneous information networks.

• Empirical evaluation of RW-k based heterogeneous network embedding on

Co-authorship prediction task over three different heterogeneous bibliographic

networks.

6.2 Node Embedding

Similar to the Section 5.3.1, this study also model the node embedding problem by

solving an optimization problem. In particular, we maximize the log probability of

appearance of a sequence of nodes Nv preserving k-hop proximity characteristics

for the given node v using Equation (5.1).

To generate the node sequencesN , several sampling approaches have been used in

past. One of the popular sampling approach is based on the random walk process

that captures the immediate neighborhood. However, in context to the HIN,

traversing immediate neighbors results to sample different types of nodes closely

which may degrade the quality of node embedding. Therefore, in this study, we

propose a random walk-based sampling approach RW-k which generates the node

sequences for a given source node in which two adjacent nodes are separated by

some hops k. Further, RW-k is capable of capturing k hop proximity helpful in

generating more meaningful node sequences leading to better node embedding.
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Figure 6.1: Network Sampling Using RW-2.

Figure 6.2: Node embedding using concatenation of different values for k in
RW-k.

6.3 Network Sampling using k-hop Random Walk

(RW-k)

In network science, a hop can be understood as a quantity such as distance, time,

etc. required to make a visit from the given source node to destination node. For

example, in Figure 6.1 node pair (4, 1) is at the 1-hop while 2-hop distance is

required for visiting node 2 from 4. As a special case, each node is separated from

itself by 2-hop distance.

For a given Graph G(V,E), let A be the adjacency matrix and π be the corre-

sponding transition matrix, where the transition probability from the node u to

v is defined as

πuv =


Auv∑

w∈V Auw
if(uv) ∈ E

0 Otherwise
(6.1)

where
∑
v∈V πuv = 1.
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Now for a given hop size k ∈ Z, RW-k generates a node sequence starting from

source u such that every random node in the sequence are separated by k hop

distance. Suppose πk(u.) gives the transition probability from source u to other

destination nodes separated by k hops, then πkuv can be defined as

πkuv =
∑
w∈V

πk−1
uw πwv (6.2)

where
∑
v∈V π

k
uv = 1. This can further be realized using transition matrix π

that k-hop transition probability between all pairs of nodes i.e. πk = πk−1π. It

can be easily seen as πk is a stochastic matrix. Figure 6.1 shows example node

sequences for hop size 2 using RW-2 which samples nodes having two-hop distance

in between them.

We exploit the skip-gram model with negative sampling discussed in Section 6.2

for node embedding using sequences generated by RW-k with different values of

k, i.e. k = 1, k = 2, and k = 3. Further, selecting an optimal value for k is

dependent on the underlying network’s characteristics, such as network schema,

distribution of node types, network density, etc.

6.3.1 Aggregate k-hop Embedding

The node embedding generated using different values of k in RW-k do not capture

the network characteristics described by intermediate k. Therefore, to capture the

characteristics of each intermediate RW-k, we propose concatenation of the node

embedding obtained by different RW-k for each node. Figure 6.2 presents the

concatenation process.
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Table 6.1: Network Characteristics.

Sl. No. Dataset Node Edge Timeline
1 DBLP-All 318108 957856 1968-2008
2 DBLP-conf 267846 751479 1934-2016
3 ACM-conf 120863 270363 1984-2015

6.4 Experimental Analysis

6.4.1 Dataset

We use three heterogeneous bibliographic networks for evaluating the quality of

network embedding on predicting future Co-authorship relations. We consider

Author, Paper, and Venue as node types and corresponding relationships among

these node types to generate heterogeneous bibliographic networks.

1. DBLP-All: DBLP bibliographic information from 1968 to 2011 reported

in the study [125]. It contains all types of papers i.e. conference, journal,

book, etc.

2. DBLP-conf: DBLP bibliographic information for the different categories

of conferences 3 from 1934-2017 downloaded from Aminer dataset 4.

3. ACM-conf ACM bibliographic information for the different categories of

conferences used in DBLP-conf from 1984 to 2016 downloaded from Aminer

dataset.

We consider DBLP-All (1968 to 2008), DBLP-conf (1934 to 2016), and ACM-conf

(1984 to 2016) for training the network embedding model. Table 6.1 presents the

network characteristics.

3http://www.conferencelist.info/target.html
4https://aminer.org/citation
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Table 6.2: AUC Score for Co-authorship Prediction by Classifiers for different
Networks. Metapath2vec uses Author-Venue-Author meta-path as suggested

by [1].

Dataset Classifier Metapath2Vec Node2Vec VERSE RW-1 RW-2 RW-3 Concat(RW-1, RW-2, RW-3)

DBLP-All

DT 0.628 0.657 0.678 0.647 0.673 0.673 0.679
NB 0.694 0.719 0.746 0.69 0.718 0.713 0.718
RF 0.698 0.73 0.744 0.721 0.745 0.75 0.752
LR 0.738 0.777 0.796 0.766 0.78 0.792 0.804

DBLP-conf

DT 0.594 0.625 0.62 0.624 0.635 0.647 0.651
NB 0.627 0.685 0.703 0.666 0.689 0.684 0.683
RF 0.664 0.695 0.692 0.683 0.706 0.706 0.71
LR 0.691 0.734 0.738 0.73 0.751 0.753 0.762

ACM-conf

DT 0.615 0.622 0.6 0.607 0.611 0.629 0.635
NB 0.621 0.639 0.653 0.628 0.637 0.637 0.664
RF 0.671 0.686 0.664 0.681 0.679 0.697 0.699
LR 0.656 0.701 0.697 0.696 0.703 0.716 0.714

6.4.2 Experimental Result and Discussion

To generate the network samples using RW-k, we investigate with the different

values of k i.e. 1, 2, 3,..., etc. We observed that k > 3 does not improve the

embedding quality significantly. Thus, we consider k only upto 3 and generate the

samples (maximum of 100 in length) by iterating 30 times for any given node in

the network5. Now, for network embedding, we exploit the skip-gram model with

negative sampling on these samples.

For evaluating the quality of embedding we use future Co-authorship relations ap-

peared in DBLP-All (2009 to 2011), DBLP-conf (2017), and ACM (2016) as test

links. Similar to the studies [97, 103] , we map the Co-authorship prediction task

from link prediction to a binary classification task. Thereafter, we generate an

equal number of negative test links on the nodes appeared in the above test links.

Similar to studies [97, 103], we generate the edge feature using Hadamard operator

on the node embeddings. We use four state-of-art classifiers namely, Decision Tree

(DT), Naive Bayes (NB), Random Forest (RF), and Logistic Regression (LR) on

a random 80:20 train-test split over combined test links (actual test links with

randomly generated negative test links). Thereafter, we repeat the same setup

for 10 times and the average AUC is considered to assess the performance of co-

authorship prediction. We compare the performance of Co-authorship prediction

5We investigated with higher iteration value i.e. 40, 50, etc. and observed that higher than
30 iterations do not show much difference.
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by network embedding exploiting RW-k with recently proposed network embed-

ding models namely Node2vec [97], Metapath2vec [1], VERSE [103] exploiting first

order random walk, second order random walk, and personalized PageRank [118]

respectively for sampling the network. We consider the default values for all the

hyper-parameters for the above discussed baselines as mentioned in their original

papers and generate 100 dimensional embedding vector for each node.

From Table 6.2, it is evident that network embedding exploiting RW-k outper-

forms the state-of-art baselines in 83% times. Therefore, it can be inferred that in

heterogeneous information networks, capturing neighborhood characteristics sep-

arated by some hops helps in generating better network embedding. We observe

that Logistic Regression (LR) outperforms other classifiers for all the three net-

works. Therefore, we present the remaining analysis based on the performance

of LR for future Co-authorship prediction task. An improvement of 9%, 3%, and

1% is achieved for Co-authorship prediction in DBLP-All using RW-k over Meta-

path2vec, Node2vec, and VERSE respectively. Furthermore, for DBLP-conf and

ACM-conf, RW-k improves the performance approximately by 9%, 2%, and 3%

in comparison to Metapath2vec, Node2vec, and VERSE respectively.

From Table 6.2, it is observed that concatenation of different RW-k (i.e. RW-1,

RW-2, and RW-3) improves the performance of Co-authorship prediction when

compared to individual RW-k. Further, it is also visible that RW-2 gives a better

result than RW-1 and RW-3 gives a better result than RW-2 for all the networks.

However, the improvement using RW-3 over RW-2 is not as significant when com-

pared to RW-2 over RW-1. This shows that capturing neighborhood characteristics

with small hops can yield better network embedding though increasing the hop

size does not show significant improvement. Hence, it can be inferred that different

hop sizes for RW-k preserves rich network characteristics and should be selected

carefully.

Among all the above network embedding models Metapath2vec performs worst.

The probable reason for this may be the loss of network information while sampling

using meta-path.
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6.5 Summary

This chapter studies the problem of network sampling for heterogeneous network

embedding. We propose a k-hop random walk-based sampling approach (RW-k)

that generates more meaningful node sequences. These node sequences are further

used for network embedding using skip-gram with negative sampling. The efficacy

of the proposed sampling approach in network embedding is evaluated on Co-

authorship prediction task over three heterogeneous bibliographic networks and

compared to suitable baselines. We observe that the proposed sampling approach

out-performs the baselines in a majority of the cases.

The limitation of this work is that it requires a hyper-parameter k as hop size. To

alleviate this limitation, learning the optimal hop size from supervised knowledge

of the underlying network may be a future direction. This chapter has been

accepted by ICADL-20186 and published by CoDS-COMAD-20197.

All of the HINs considered in the previous chapters (or any real-world HIN) consist

of multiple types of objects. Further, these multiple types of objects may have

different number of instances. Thus, class imbalance seems to be an inherent

characteristics of HIN. In the next chapter, we study the effects of class imbalance

over network embedding in mining a HIN.

6Anil, A., Ladhar, A., Singh, S. and Chugh, U., Singh, S.R., 2018, August. “Network Sam-
pling Using k-hop Random Walks for Heterogeneous Network Embedding”. Accepted
by International Conference on Asia-Pacific Digital Libraries (ICADL), Hamilton, New Zealand.

7Anil, A., Singhal, S., Jain, P., Singh, S.R., Ladhar, A., Singh, S. and Chugh, U., 2019,
January. “Network Sampling Using k-hop Random Walks for Heterogeneous Network
Embedding”. In Proceedings of the ACM India Joint International Conference on Data Science
and Management of Data (pp. 354-357). ACM, Kolkata, India





Chapter 7

Effect of Class Imbalance in HIN

Embedding

A majority of the real-world HINs consist of multiple types of objects (or nodes)

having irregular number of instances. For example, bibliographic HINs discussed

in the previous two chapters consist of large number of nodes from Author or

Paper types when compared to Venue node types; terrorist attack network in

Chapter 2 consists of large number of nodes from city type when compared to

region node type. Thus, in real-world HINs a skewed distribution of instances

under different node types is ubiquitous. The skewed distribution of different

object types is often seen as class imbalance problem in machine learning and

data mining community. Although class imbalance have been extensively studied

in past, yet have not been explored much for HINs. As class imbalance seems to be

an intrinsic characteristics of HIN, this chapter attempts to understand the effect

of class imbalance on HIN embedding subjected to two real-world tasks in regards

to bibliographic data namely, Co-authorship prediction and Author’s research area

classification.

79
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7.1 Introduction

Majority of the real-world data are heterogeneous in nature, consisting of multiple

types of objects and relations. For example, bibliographic data often consists of

different objects like Author (A), Paper (P), Venue (V) and connected with differ-

ent relationships such as Author writes Paper (A-P), Paper published-in Venue

(P-V), etc. A natural extension to the heterogeneous data is Heterogeneous Infor-

mation Network (HIN) where different types of objects are represented by different

classes of nodes and different types of relations are represented by different classes

of edges [21]. Recently, neural network-based network embedding methods have

emerged as a popular choice of generating network features which can be used for

various network mining tasks ( on homogeneous networks [98, 102, 101, 95, 97, 96]

and heterogeneous information networks [127, 1, 124, 128]). Unlike homogeneous

networks, a HIN is naturally subjected to class imbalance i.e. different number of

instances in different classes of nodes. In recent past, the problem of class imbal-

ance has been briefly mentioned in regards to heterogeneous network embedding in

the studies [1, 124, 128]. However, a detailed investigation on the effect of class im-

balance in mining HIN has not been explored. While HIN offers rich and complex

semantics, class imbalance seems to be the inherent characteristic of HIN. Moti-

vated by the above characteristics, this study focuses on investigating the effect of

class imbalance on various network mining tasks over a bibliographic HIN.

Class imbalance is ubiquitous in case of real-world HIN. However, it is practically

difficult to define a unique measure for class imbalance. As discussed by Chawla

et al. [129], in real-world datasets the amount of class imbalance between large

to small classes may be equal to 100 to 1 or more. Since a HIN may have more

than two classes of nodes, we define the amount of class imbalance by averaging

the different ratios of node classes corresponding to different relations in HIN

(discussed in Section 7.3). Consequently, different HINs (differ in terms of node

types and edge types) constructed for the same data may have a different amount

of class imbalance and can affect the performance of underlying models designed

for solving various graph-based problems. As this chapter focuses on studying
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the effect of class imbalance on network embedding over HIN, we first attempt to

understand the following question: how class imbalance affect HIN embedding and

its applications on various network mining tasks?

Majority of the network embedding methods for HIN exploit a set of supervised

paths or meta-paths capturing particular sub-structure of the underlying HIN

to overcome class imbalance effects [1, 124]. Although meta-path-based network

embedding results in better embedding quality, selecting best meta-path is not a

trivial task for large HIN [128]. For example, a knowledge graph is a HIN which

may consist of a large number of meta-paths and selecting the best meta-path

requires a careful investigation. Study in [128] uses a probabilistic approach which

decides the transition probability by estimating jump or stay probability. Though,

no meta-path is required with this model, it inherently forces the model to follow

a particular node sequences similar to meta-path-based strategies. Considering

the extent of using meta-path-based methods, we further investigate the above

question from the perspective of meta-paths on HIN embedding.

As discussed above meta-path-based network embedding models capture network

characteristics for a supervised sub-structure of the underlying HIN. However,

considering particular sub-structure may affect the performance for the underlying

problems. For example, study in [130] shows that HIN considering Author, Paper,

and Venue results in better Co-authorship prediction whereas for Author’s research

area classification HIN with Author and Venue gives better accuracy. Therefore, in

a similar direction of [130], we further study the importance of node type selection

on network embedding for solving network mining problems of different nature i.e.

link prediction and classification.

To address the above-discussed research questions related to the class imbalance

in HIN, we exploit two state-of-the-art network embedding models namely, Deep-

Walk [98] and VERSE [103] over DBLP 1 bibliographic information network. Fur-

ther, we exploit the node embeddings generated from these models as features in

1https://dblp.org
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solving two problems namely (i) Co-authorship prediction, and (ii) Author’s re-

search area classification. We generate several variants of this bibliographic HIN

and with suitable experiments present the observations on the effects of class im-

balance over heterogeneous network embedding. We observe that class imbalance

in HIN affect the mining performance differently for the different network mining

problems and may lead to subjective speculations.

7.1.1 Contribution

This chapter has the following major contributions:

1. We present a detailed study on the effect of class imbalance in mining het-

erogeneous bibliographic network for different network mining problems.

2. We present a comparative study which analyses the effect of class imbalance

in heterogeneous information network embedding with varying amount of

class imbalance on two applications namely, (i) Co-authorship prediction

and (ii) Author’s research area classification.

3. Motivated by the applications of random walks in unsupervised network

embedding, we further present a comparative study for the effect of class

imbalance on inter-class and intra-class node ranking problem.

7.2 Literature Survey

Although none of the earlier works on heterogeneous network embedding study the

effect of class imbalance, they agree on a common perception, i.e. class imbalance

may bias the node embeddings towards highly visible node types [1, 124, 131, 128].

To address class imbalance while HIN embedding, a majority of the previous stud-

ies exploit a meta-path-based strategy which guides the underlying model through

supervised sequences of node types [1, 124, 131]. In particular, meta-path-based
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network embedding models first select the best meta-path from the known heuris-

tics and redefine the network neighborhood (node sequences) by iterating a ran-

dom walk over the chosen meta-path. Thereafter, the network neighborhood is

passed to SkipGram like model to generate node embeddings. For example, Meta-

path2vec [1] exploits A-P-V-P-A (representing two authors publishing papers at

the same venue) as meta-path suggested from previous studies [123, 132, 133]

for embedding a bibliographic HIN. It is clearly visible that the meta-path-based

strategy requires domain-specific prior knowledge and may become a bottleneck

for HINs having large number of node types. Further, study in [134, 130] reports

that meta-path selection may be task-specific and the node embeddings cannot be

generalized.

Task-specific meta-path-based network embedding models often combine a set of

predefined meta-paths (dedicated to the end task) to achieve a better quality of

embeddings [135, 134, 136]. For example, Shang et al. in the study [135] proposed

ESim which exploits the combined effects of different user-defined meta-paths for

similarity search. In a similar direction, Shi et al. proposed HERec [134], which

fuses the multiple embeddings w.r.t. different meta-paths for recommendation

task. Further, in the study [136], Chen et al. combined various task-guided

meta-paths and proposed a path-augmented heterogeneous graph embedding for

author identification task. However, selecting a set of task-specific meta-paths

still cannot be solved trivially and may not be scalable for large graphs. Another

approach for selecting the set of meta-paths followed by recent works is by setting a

threshold on the length of meta-paths. Exploiting the meta-path’s length threshold

parameter, HIN2vec [124] leverages the combined effects of different meta-paths

(smaller than the threshold in length) for guiding the random walk while learning

node embedding. Similarly, HINE [131] guides random walk exploiting various

meta-paths shorter in length to learn a node embedding preserving meta-path-

based proximity. However, from [131], it is observed that node embedding is

sensitive to the length of the meta-paths considered and the extended computation

for combining multiple meta-paths further increase the training time.
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As an alternative to meta-path-based approaches for addressing the class imbal-

ance in HIN embedding, Hussein et al. proposed JUST [128] which guides a random

walker according to a transition probability estimated for jumping from one node

type to another node type or staying on the similar node type. Although JUST do

not require meta-paths explicitly, it guides the random walker approximately in

a similar fashion by tuning different parameters for jump and stay which can be

different for different datasets and needed extended empirical investigation.

Although all the above studies for HIN embedding exploit sub-structures to reduce

the effects of class imbalance, class imbalance may still be inherently present in

the selected sub-structures. Therefore, this chapter studies the effect of different

degree of class imbalance present in HIN for solving diverse nature of graph-based

problems (i.e. link prediction and classification).

7.3 Class Imbalance

Real-world datasets often consist of different number of instances in different types

of data points. Suppose the underlying dataset has two types of data points cat-

egorized as either majority class Cmaj or minority class Cmin, then amount of

class imbalance is equal to the ratio between |Cmaj| to |Cmin| classes. Previ-

ous researches in data mining and machine learning report class imbalance as a

major bottleneck in solving problems such as text classification [137] and speech

recognition [138]. It is because the underlying learning model may get biased

towards highly visible data-points while training and may predict incorrect re-

sults. Realizing the possible effects of class imbalance, multiple strategies were

proposed to reduce the class imbalance by under-sampling the majority class [139]

and over-sampling the minority class [140]. Although the reduction of class im-

balance by these approaches help the predictive models to yield stable and better

performance, these are limited to feature-based machine learning strategies or

non-networked datasets. Class imbalance in HIN is more complex when compared

to non-networked data because under-sampling or over-sampling may distort the
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structural properties of the underlying network and may not be suitable for ad-

dressing the issue.

7.3.1 Class Imbalance in Heterogeneous Information Net-

work

As discussed in Section 7.1, we define the class imbalance in HIN by aggregating

the ratio of number of nodes in majority class to minority class given that there

exists an edge between these two node classes.

Definition 7.1 (Class Imbalance in HIN). The amount of class imbalance can be

defined as

CI =
1

|E|
∑

<u,v>∈E

⌊ |u|
|v|

⌋
,

where E is the edge type, u and v are node types in V forming a particular edge

type. The cardinality of u i.e. |u| denotes the number of nodes of the type u.

The node type with larger cardinality is considered in the numerator.

7.4 Dataset and Experimental Analysis

This section begins with describing dataset considered in this study which is fur-

ther used to construct different heterogeneous information networks. Thereafter,

it presents the experimental setups and experimental observations in regards to

the effect of class imbalance while solving different network mining problems ex-

ploiting network embeddings as features.

7.4.1 Dataset

This study uses DBLP bibliographic database consisting of records for papers

published from 1968 to 2011 [125]. In particular, it consists of five main objects
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defining bibliographic data such as authors, paper, venue, topic, and field. This

dataset has 162,298 authors, 621 venues, 26 topics, and 7 fields related to 155,189

papers.

7.4.2 Constructing Heterogeneous Information Network

Generalizing a standard HIN schema for datasets from different domains is not a

trivial task and previous studies have exploited different types of network schema

such as star [141, 142, 72, 143, 144, 73], bipartite [145, 146, 147, 148], dynamic [149,

114], clique [150, 151], etc. In this study, we construct two undirected and un-

weighted HINs for the above discussed DBLP data. All the objects namely, Author

(A), Paper (P), Venue (V), Topic (T), and Field (F) have been considered as node

types whereas these two HINs differ in considering edge types. The first one fol-

lows the HIN schema similar to [150, 151] based on clique-based architecture and

considers all possible (ten types) edges. Therefore, we refer this HIN as DBLP-

Clique (DBLP-C) in the subsequent parts of this study. The second HIN follows

a user-specific schema which considers only four types of edges namely, A-P, P-

V, P-T, and V-F. Therefore, we refer this HIN as DBLP-Personalized (DBLP-P)

in subsequent parts of the study. Furthermore, we use the HIN from the inter-

val 1968-2008 for generating node embedding and 2009-2011 network is used for

testing the embedding performance.

7.4.3 Experimental Setup

Since this chapter studies class imbalance in HIN over network embedding, we

further generate different variants (in terms of class imbalance) of above discussed

HINs i.e. DBLP-C and DBLP-P. Let G(V,E,V, E, φ, ψ) defined in Defini-

tion (2.1) represents DBLP-C or DBLP-P and similarly, G
′
(V

′
, E

′
,V ′

, E ′
, φ, ψ)

defines the underlying HIN variant, then V
′ ⊆ V , E

′ ⊆ E, V ′ ⊆ V , and

E ′ ⊆ E where, |V ′| ≥ 2. Table 7.1 presents the characteristics of HIN variants

considered in this study for DBLP-C and DBLP-P. We refer these HIN variants
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Table 7.1: Different Variants of DBLP-Clique (DBLP-C) and DBLP-
Personalized (DBLP-P) constructed on the basis of edge types. APVTF in
DBLP-C and DBLP-P represents entire DBLP-C and DBLP-P respectively.

Class imbalance is estimated using definition 7.1.

HIN HIN-Variants Class Imbalance #Nodes #Edges

DBLP-C

AF 23185 162305 210980
APF 15118 317494 842080
ATF 9810 162331 461346

APTF 9595 317520 1247635
AVF 7845 162926 537527

APVF 7659 318115 1324053
AT 6242 162324 250185

APVTF 5819 318141 1736597
AVTF 4967 162952 794882
APT 4070 317513 881202
AVT 2175 162945 583100

APVT 2124 318134 1369543
AV 261 162919 325926

APV 170 318108 957180
AP 1 317487 475828

DBLP-P

APT 2985 317513 631017
APVT 2073 318134 786443

APVTF 1577 318141 787064
APV 125 318108 631254

APVF 113 318115 631875
AP 1 317487 475828

by their node types. For example, APF in Table 7.1 refers to a HIN considering

Author, Paper, and Field as node types. It should be noted that AP is similar for

DBLP-C and DBLP-P as there could be only one undirected edge type between

Author and Paper. The HINs in Table 7.1 are used for generating 128-dimensional

node embedding by DeepWalk and VERSE. We consider all the hyper-parameters

same as discussed in the papers for corresponding models [98, 103]. Thereafter,

we evaluate the embedding performance on the future Co-authorship prediction

and Author’s research area classification tasks.
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7.4.3.1 Co-authorship Prediction

As discussed in Section 7.4.2, we use 29,677 number of future co-authorship in-

stances appeared in the interval 2009 to 2011 as test edges. The network em-

bedding models considered in this study (DeepWalk and VERSE) output node

features not the edge features. Therefore, similar to studies [97, 103], we generate

edge features using Hadamard product of the corresponding node features. Fur-

ther, we randomly generate an equal number of negative test edges and similar

to [97, 103] we solve the Co-authorship prediction problem as a binary classifica-

tion problem. As noted from previous studies on this dataset [130, 152], logistic

regression classifier performs better than other classifiers, we use logistic regres-

sion as a classification model. We do five-fold cross validation and report the

performance of Co-authorship prediction using Area Under ROC score.

7.4.3.2 Author’s Research Area Classification

The node embedding generated by the network embedding models can be used as

node features. Thus, these node features can be used for the problems like node

classification, node clustering, etc. This study further exploits the node embed-

dings for Author’s research area classification task. We use the field attribute in

the underlying dataset as author’s research area. Further, all the HINs not con-

sidering field (F) in Table 7.1 are considered for this task. In this data, we have

authors working in multiple fields. However, we label an author’s area in which

field he/she has published the maximum number of papers. In particular, we have

7 different fields or classes. Thus, we solve a multiclass classification problem to

classify authors for their research area. We use logistic regression (one-vs-rest) as

a classification model with five-fold cross validation. We report the classification

performance using Accuracy score.
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(a) Co-authorship Prediction (b) Author’s Research Area Classification

Figure 7.1: Performance of network embedding over different HINs in DBLP-
C for Co-authorship Prediction and Author’s Research Area Classification

(a) Co-authorship Prediction (b) Author’s Research Area Classification

Figure 7.2: Performance of network embedding over different HINs in DBLP-
P for Co-authorship Prediction and Author’s Research Area Classification.

7.5 Experimental Observation

As discussed above, this work studies the effect of class imbalance on heteroge-

neous network embedding by solving two tasks namely, Co-authorship Prediction

and Author’s research area classification. We first present the effect of decreasing

class imbalance on embedding quality. Thereafter, we compare the embedding effi-

ciency between DBLP-C and DBLP-P to understand the effect of network schema

and class imbalance in combination. As discussed above, majority of the hetero-

geneous network embedding models are based on meta-paths, we further study

the embedding performance by the embedding models guided through supervised

meta-paths and compare the performance with their non-meta-path based coun-

terparts. Finally, we present an observation on the importance of considering node

types while mining a HIN using network embedding.
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7.5.1 Network Embedding and Decreasing Class Imbal-

ance

To investigate the correlation between the amount of class imbalance of a HIN

and its embedding for solving a given task, in Figures 7.1 and 7.2 we present the

embedding performance on Co-authorship prediction and Author’s research area

classification over different HINs with different degree of class imbalance. It is

evident from the figures that decreasing the class imbalance has positive as well

as negative effects in terms of performance for both of the above-mentioned tasks.

For Co-authorship prediction task in DBLP-C (Figure 7.1(a)), APV performs best

while AT performs worst. However, HINs APV and AT in DBLP-C have lower

class imbalance than 86% and 40% of the HIN variants respectively. For Author’s

classification task in DBLP-C (Figure 7.1(b)), APV and AV perform better than

other HINs whereas AT performs the worst. Further, out of all HIN variants

considered for this task in DBLP-C, APV and AV are ranked lower than 71%, and

57% respectively in terms of class imbalance whereas AT has the highest amount

of class imbalance.

Now, for Co-authorship prediction in DBLP-P (Figure 7.2(a)), we observe APVF

and APV perform better than other HINs whereas APT performs worst. Further,

it is clearly visible from Figure 7.2(a) that APVF and APV are ranked lower

than 67% and 50% HINs respectively in terms of class imbalance while APT

has the maximum amount of class imbalance. For Author’s classification task

in DBLP-P (Figure 7.2(b)), APV performs the best whereas AP performs the

worst. Further, in terms of class imbalance APV is ranked lower than 50% of

the HINs whereas AP has the lowest amount of class imbalance. From the above

experimental observations, it can be inferred that the degree of class imbalance

in HIN and embedding performance on underlying tasks may not have positive

correlation.

As observed in Figures 7.1 and 7.2 VERSE performs better than DeepWalk in all

the cases, we consider only the VERSE embedding for rest of the experimental

analysis.
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(a) Co-authorship Prediction (b) Author’s Research Area Classification

Figure 7.3: Performance of network embedding over HIN variants of DBLP-
C and DBLP-P having similar type of nodes on Co-authorship Prediction and

Author’s Research Area Classification tasks.

7.5.2 Network Schema, Class Imbalance, and Network Em-

bedding

As discussed in Section 7.4.1, several types of schema have been adopted by pre-

vious studies in mining HIN. Since this study defines the class imbalance corre-

sponding to the relations present in HIN, different HIN schema will have a different

amount of class imbalance. Therefore, we now attempt to study the effect of class

imbalance on network embedding exploiting HINs constructed by considering two

schemas namely, (i) clique-based i.e. DBLP-C, (ii) user-personalized i.e. DBLP-P.

It is evident from Table 7.1 that all the HIN variants of DBLP-P have lesser class

imbalance than their corresponding counterparts in DBLP-C (excluding AP as

it is identical for DBLP-C and DBLP-P). From Figure 7.3, it is evident that all

the HINs in DBLP-P perform better than their counterparts in DBLP-C for Co-

authorship prediction task. However, majority of the HINs in DBLP-P perform

poor than their counterparts in DBLP-C for Author’s research area classification

task. Thus, it can be inferred that class imbalance may have different effects on

network embeddings over different HIN schemas for solving different tasks.



Chapter 7: Effect of Class Imbalance in HIN Embedding 92

(a) Co-authorship Prediction (b) Author’s Research Area Classification

Figure 7.4: Performance comparison for network embedding based on meta-
path vs non-meta-path counterparts for Co-authorship prediction and Author’s
research area classification in HINs having similar type of nodes. Network em-
bedding based on meta-path are guided by APTPA, APVPA, and APVFVPA

meta-paths for APT, APV, and APVF HINs respectively.

7.5.3 Class Imbalance, Meta-paths, and Network Embed-

ding

Network embeddings over HINs in DBLP-P, namely APT, APVF, APV, and AP

follow supervised meta-paths. For example, any network embedding models are

guided to follow APTPA meta-path for APT, APVFVPA meta-path for APVF,

and APVPA meta-path for APV HINs. Further, it is intuitive that network embed-

ding using meta-path over these HINs would have lower class imbalance than their

counterparts which do not follow any meta-path. Therefore, to study the effects

of class imbalance on network embedding guided through a supervised meta-paths

we compare the embedding quality of APT, APVF, APV in DBLP-P against their

corresponding counterparts (that do not consider meta-path) in DBLP-C. Since

these meta-path-based HINs belong to DBLP-P, the experimental observation is

consistent with the Section 7.5.2 i.e. meta-path-based methods give better per-

formance for Co-authorship prediction however they show mixed performance for

Author’s research area classification as shown in Figure 7.4. Thus, it can be in-

ferred that meta-path reduces the class imbalance but can perform differently in

different scenarios.
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7.5.4 Importance of Node Types

A HIN consists of several types of nodes and edges. However, there may be some

of the node types and edge types more important and may play a major role

in mining a HIN efficiently. Therefore, this chapter now studies the importance

of node types in mining HIN using network embedding. From Figure 7.1(a), it

is clear that Co-authorship prediction is more accurate when the combination of

paper and venue are considered in HIN for DBLP-C. For example, HINs by consid-

ering paper and venue along with any choice of other node types give 90% times

better result than the HINs which do not consider paper and venue. However,

for Author’s classification task in Figure 7.1(b) we observe that paper does not

contribute much and considering venue alone with other node types gives a better

result than HINs which do not consider the venue. Moreover, it is also seen that

combination of paper and venue gives comparable results to considering venue for

Author classification task. In the case of DBLP-P schema, any variant of HIN must

have to consider paper node type. Thus, we assess the importance of considering

the venue along with other possible node types for both of the above-mentioned

tasks for DBLP-P. From Figure 7.2, it is evident that considering the venue in

HINs improve the performance for both tasks i.e. Co-authorship prediction and

Author’s classification when compared to HINs which do not consider venue class.

Thus, it can be inferred that selecting appropriate node types is more critical than

focusing on the degree of class imbalance in mining HINs for different applications.

7.6 Effect of Class Imbalance on Centrality Es-

timation

Majority of the unsupervised network embedding methods exploit random walks to

generate network neighborhood [98, 102, 101, 95, 97, 96, 127, 1, 124, 128]. Further,

random walks have also been used in defining various centrality measures such as

PageRank and Personalized PageRank [105], etc. Therefore, this section attempts
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Figure 7.5: Inter-class centrality distribution over DBLP-C and DBLP-P ex-
ploiting Degree, Eigenvector, PageRank, Betweenness, and Closeness as cen-
trality measures for different node classes arranged in increasing order of their

cardinality.
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Figure 7.6: Inter-class centrality distribution over DBLP-C and DBLP-P by
Personalized PageRank parameterized by different node types for different node

classes arranged in increasing order of their cardinality.
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to understand the effects of class imbalance on various centrality measures while

ranking nodes in the above discussed HINs (i.e. DBLP-C and DBLP-P). In par-

ticular, we use the following state-of-the-art centrality measures: (i) Degree, (ii)

Betweenness, (iii) Closeness, (iv) Eigenvector, (v) PageRank, and (vi) Personal-

ized PageRank (PPR). At first, we study the effect of class imbalance in HIN on

inter-class centrality distribution. Thereafter, we examine the intra-class central-

ity correlations for Author, Paper, and Venue nodes subjected to APVTF and

APV HINs for both DBLP-C and DBLP-P.

7.6.1 Inter-class Centrality Distribution

From Figure 7.5, it is evident that for DBLP-C, all the node classes having lower

number of instances or cardinality achieve larger centrality scores whereas nodes

belonging to classes with higher cardinality are ranked lower. Further, in the

case of DBLP-P we observe similar trends for Degree, PageRank and Betweenness

whereas a contrastive result is observed for closeness and Eigenvector centrality

measures. Thus, it can be inferred that HINs based on clique schema (DBLP-C)

favors higher centrality distributions to nodes from the classes having lower cardi-

nality. To summarize, although centrality measures based on degree distribution

(e.g. Degree, PageRank) are consistently biased towards the lower cardinality

classes irrespective of the HIN schema followed, surprisingly Eigenvector central-

ity shows inconsistency in personalized schema i.e. DBLP-P. Further, it is also

noted that the Closeness centrality measure is sensitive to the network schema.

Figure 7.6 presents the centrality distribution for different node classes using Per-

sonalized PageRank (PPR). As described in [105], PPR gives a personalized node

ranking by considering appropriate value of damping parameter. Therefore, we

consider a small damping parameter (i.e. 0.05) to assign very high weight to per-

sonalization parameter and very low weight to the network topological structure.

It is evident that in the case of DBLP-C, PPR assigns higher centrality to nodes

belonging to classes with lower cardinality irrespective of the personalization pa-

rameter. However, this observation is not consistent with DBLP-P where different
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Table 7.2: Correlation of intra-class (Venue, Author, Paper) node ranking
between APVTF and APV HIN variants.

Dataset Node Class
PPR personalized by

PageRank Degree Betweenness Closeness Eigenvector
Author Venue Paper

DBLP-C
Venue 1.000 1.000 1.000 0.998 1.000 0.975 0.879 0.817
Author 0.973 0.997 0.997 0.987 1.000 0.982 0.394 0.492
Paper 1.000 1.000 1.000 0.986 1.000 0.368 0.002 0.111

DBLP-P
Venue 1.000 1.000 1.000 0.999 1.000 0.975 0.869 0.497
Author 1.000 1.000 1.000 0.997 1.000 0.979 0.556 0.532
Paper 1.000 1.000 1.000 0.994 1.000 0.400 0.256 0.356

personalization affects differently in most of the cases. Thus, it can be inferred

that HINs following clique-based schema are less sensitive to the personalization

parameter and more biased towards the degree distribution whereas this may not

be true for personalized HIN schema.

7.6.2 Correlation Between Intra-class Ranking for APVTF

and APV HINs

As observed in the above Section 7.6.1, the presence of class imbalance favors the

nodes belonging to classes having low cardinality while ranking in majority of the

cases. However, Does this observation consistent for intra-class ranking when sub-

jected to different HINs having different level of class imbalance? To investigate

this, we now estimate the Pearson Rank correlation coefficient between the intra-

class ranking of APVTF and APV variants for both types of HIN schema. From

Table 7.2, it is clearly visible that centrality measures namely, PPR, PageRank,

and Degree have the minimum or no effect of class imbalance and yield very high

correlation score. Further, for Betweenness centrality we observe a mixed result

where node ranking for Venue and Author are highly correlated but node ranking

for Paper class gets affected yielding a lower correlation score. However, for Close-

ness and Eigenvector centrality measures we observe low correlation scores for all

the three intra-class node ranking. Thus, it can be inferred that intra-class node

ranking is not sensitive to different levels of class imbalance for centrality mea-

sures based on degree distribution (Degree, PageRank, PPR). However, centrality

measures (e.g. Betweenness, Closeness, Eigenvector) mining other properties of

graphs are sensitive to class imbalance level.
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7.7 Summary

This chapter studies the effect of class imbalance in mining heterogeneous bibli-

ographic network (DBLP) using node features generated from two network em-

bedding methods namely, DeepWalk and VERSE. To understand the effect of

class imbalance, we focus on studying the performance of network embedding

subjected to two different tasks namely Co-authorship prediction and Author’s

research area classification. For the comparative study we consider two different

schemas (DBLP-C and DBLP-P) of the above discussed network and consider

different variants based on the selection of node types (consequently edge types)

which introduce different amount of class imbalance. We observe that reducing

the class imbalance in the network does not always help in mining a heteroge-

neous information network (HIN) for applications of diverse nature such as link

prediction, classification, etc.

As majority of the previous HIN embedding models exploit meta-paths, we further

study the effect of class imbalance on meta-path-based network embedding. Al-

though meta-path-based network embedding models are subjected to lower degree

of class imbalance, we observe that they perform differently for different mining

tasks. Thus, it is difficult to generalize meta-path-based network embedding for

addressing class imbalance while solving different network mining problems. Fur-

ther, from various experimental results, it is evident that a careful selection of

important node classes helps in better embedding quality. Thus, we summarize

that while mining HIN, focus should be given to selecting important node types

which inherently addresses the class imbalance issue.

We further study the effects of class imbalance on inter-class and intra-class rank-

ing using state-of-the-art centrality measures. It is evident that majority of the

centrality measures are biased towards nodes belonging to lower cardinality while

ranking inter-class nodes. However, the intra-class ranking is not much affected by

class imbalance for random walk-based centrality measures. This work is accepted
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for publication in the Journal of Informetrics2.

2Anil, A., and Singh, S.R., 2020, August. “Effect of Class Imbalance in Heteroge-
neous Network Embedding: An Empirical Study”. Accepted for Publication in Journal
of Informetrics.





Chapter 8

Conclusion and Future Work

8.1 Conclusion

This thesis exploits Heterogeneous Information Network (HIN) for solving link

prediction problem in physical systems such as terrorist attack and bibliographic

information. Unlike previous studies based on meta-paths for link prediction in

HIN, we propose link prediction methods which do not require explicit meta-paths.

Further, this thesis explores two themes of network science, namely (i) exploiting

only the topology of the underlying network and (ii) representing given network

to hidden space or exploiting network embedding to generate node features.

This thesis proposes heterogeneous transformations for traditional common neighbor-

based local similarity measures and spectral graph kernels for link prediction in

Chapter 3. In particular, we propose heterogeneous transformations of four popu-

lar common neighbor-based local similarity measures, namely (i) Common Neigh-

bor, (ii) Jaccard Coefficient, (iii) Adamic-Adar Index, and (iv) Resource Alloca-

tion. Further, among spectral graph kernels we consider Path Counting, Expo-

nential, and Neumann kernels and propose heterogeneous transformations. As

different node types in HIN may have different priority/importance over different

types of relations, we encode node importance for estimating likelihood of links.

101
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Chapter 4 exploits the proposed heterogeneous similarity measures for predicting

future links in a heterogeneous terrorist attack network constructed using Global

Terrorism Database. This work focuses on incorporating exogenous information

as node importance while predicting future links. Thus, we propose to exploit

Personalized PageRank (PPR) as a single model capturing different types of ex-

ogenous information using several parametric setups. From several experimental

observations, it is evident that the heterogeneous similarity measures exploiting

node importance using exogenous information have positive effects on the perfor-

mance of link prediction.

It is reported in earlier studies that only topological characteristics may not be

enough in mining real-world networks. Further, a network latent representation

may help in capturing hidden characteristics of the network. Therefore, Chapter

5 studies the network embedding models for generating node features which can

be further exploited for various network-mining tasks such as node classification,

link prediction, clustering, etc. In particular, we focus on recently proposed neural

network-based network embedding methods for HIN embedding. As majority of

the HIN embedding methods exploit meta-path, this chapter critically analyzes the

applicability of different meta-paths for HIN embedding. It is observed that meta-

path-based HIN embedding may not be efficient as it loses network information.

Moreover, meta-paths are task sensitive and the embeddings cannot be generalized.

Selecting optimal meta-paths is not a trivial task. Therefore, Chapter 6 proposes

a novel network embedding method for HINs that does not require explicit meta-

paths. We exploit k-hop random walks to generate node sequences which are

further used to train the skip-gram-based neural network model. It is observed

from various experimental results that the proposed network embedding method

outperforms state-of-the-art baselines for link prediction task in majority of the

cases.

Since HIN construction permits irregular number of instances for various types

of nodes and relations, class imbalance seems to be an inherent characteristics

of HIN. Therefore, Chapter 7 studies the effect of class imbalance in HIN on
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network embedding for solving tasks of diverse nature, i.e. link prediction and node

classification. It is observed that class imbalance affects HIN embedding differently

over different tasks. Further, selecting node types is as critical as addressing class

imbalance for an efficient HIN embedding.

8.2 Limitation

This thesis work mainly focuses on predicting future links in HIN. Thus, it is

limited to exploring state-of-the-art methods which are generic and can be applied

over different HINs. Consequently, this thesis do not present literature for previous

link prediction methods proposed for mining specific types of HINs. As estimating

best meta-path is not trivial, the previous studies for link prediction using meta-

path is beyond the scope of this thesis.

8.3 Future Works

As noted from the above studies, different HIN schema for the same system has

different effects over solving various tasks. Further, there is no standard protocols

to construct HINs for real-world systems. Thus, studying and setting standards

for HIN construction is a potential future direction.

Majority of the studies on network embedding in HIN do not consider temporal

characteristics of HIN. However, as observed in Chapter 4 that incorporating tem-

poral dynamics helps in boosting performance for link prediction task. Thus, HIN

embedding exploiting temporal information may be a future extension.
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