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Abstract

Today manycore, multiprocessor systems-on-chip (MPSoCs) have been introduced to cope
with the growing demand for high-speed communication requirements of intensive-computing
applications. However, in spite of rapid advancements in deep-submicron (DSM) technology
and the seamless integration of intellectual property (IP) modules in the SoCs, these bus-
based interconnection architectures have become unable to meet the performance requirements
— bandwidth, throughput, latency, power, etc. in the applications where high-performance
computation and communication is the dominant consideration. In other words, such SoCs
often fail to sustain high-volume computation and high-speed communication among their
components due to the use of global buses as the interconnects. The network-on-chip (NoC)
as an alternate prevalent interconnection infrastructure has been continuously occupying the
space of the SoC. An NoC comprises a large number of IP cores, routers, and high-speed chan-
nels (interconnects) that construct a structure (topology) spanning across the chip. However,
aggressive CMOS scaling expedites interconnect and transistor wear-out, shortening the lifes-
pan of these basic components which are often vulnerable to a number of manufacturing and
transient faults due to aging, physical defects, or hostile attacks invoked by malicious third
parties. For instance, basic classical logic level faults treated as the manufacturing faults,
such as stuck-at, open, and shorts in NoC channels cause various system-level failures and
subsequent degradation of reliability, yield, and performance of the computing platform. One
approach to tackle channel-faults in NoCs is to replace the faulty channel-wires with spare
wires. Such scheme is not cost-effective as the area overhead is substantially increased. An-
other approach is to exercise a fault-tolerant routing algorithm that directs traffic (application
data packets) over channels by avoiding the faulty wires or an alternative fault-free path in
order to connect the source and destination nodes, keeping the NoC functional. However,
most of the fault-tolerant schemes do not consider any test mechanism for channels. One
prerequisite of these approaches includes the knowledge about the health status of the chan-
nels which can only be inferred by an effective test method. Most of the commonly practiced
approaches acknowledge numerous disadvantages in terms of test issues like high test volume,

high silicon area overhead, high test time, low fault coverage, and lack of scalability.



This dissertation pursues efficient self-test approaches for manufacturing faults including
a little emphasis on the transient faults and other logic level faults, e.g., packet deadlock, in
the NoC channels in order to improve the yield and reliability in NoC-based communication
systems. The main goal of this dissertation is to develop an environment for the test-time
minimization problem in addition to associated issues, such as test area overhead, performance
overhead at the runtime, etc. In order to reduce the test cost in terms of low test time, low
area overhead, low-performance overhead, etc., the proposed test approach is divided into
two parts: test algorithm and test scheduling. As the first pillar towards the goal, an on-line,
distributed built-in-self-test (BIST) oriented test algorithm is proposed, that with the help of
a test module (must be included in a modern NoC) has the capability in detecting a channel
fault and identifying the faulty wires from the channel. As the second pillar to reach the goal,
a suitable test scheduling scheme is proposed, which makes the present test solution scalable
with respect to different network architectural characteristics: network size, channel width,
and network type, i.e., large-scale NoC architectures in general. This dissertation contains
five contributed works. First three contributions explore the test of stuck-at, open, and short
faults in NoC channels. Here, the channels are assumed to follow the single fault model. The
fourth contribution includes the test of manufacturing and transient faults in the channels.
The final contribution includes the test of coexistent manufacturing channel-faults. In the
last two contributions, a channel can be assumed to follow the multiple fault model. In all the
contributions, experimental results reveal that the proposed solutions impose less test time,

area, and performance overhead as compared to existing testing techniques.
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Chapter

Introduction

1.1 Introduction

Over the past two to three decades, the rapid advancement in semiconductor manufacturing
technology has witnessed the decrease in feature size from four microns (4 um) to forty five
nanometers (45 nm). This continuous shrinkage of feature size of embedded systems has
made a dramatic impact on design and test because millions to billions of transistors that
are running in high operating frequencies are contained in the embedded systems. The wide
range of designs may include analog, digital, optical, memory, field programmable gate array
(FPGA), micro electro mechanical systems (MEMS), mixed-signal, and radio frequency (RF)
circuits [1]. Simultaneously, with this revolutionary changes in the design methodologies, the
multi-scale, multicore embedded systems, e.g., system-on-chip (SoC) platforms are supporting
large number of embedded processing cores involving a set of heterogeneous or homogeneous
components. Each component may have irregular and regular blocks. The SoC platform then
results to a multiprocessor SoC (MPSoC) and implies integration of many intellectual property
(IP) blocks (processing cores) seamlessly [2,3] to boost the performance and efficiency up in
MPSoCs for supporting wide range of applications. For example, Tilera [4] has launched
various high-end MPSoC products to support large-scale high performance computing and
communication applications — complex and advanced networking, digital multimedia, cloud

computing, wireless infrastructures [5-7|, etc.

This chapter first discusses the challenges in SoC integration, the paradigm shift of
an SoC to an on-chip network, various research dimensions, and the necessity of testing
channels in on-chip networks. Subsequently, literature survey, research overview, motivation
and research problem formulation, the list of major contributions and the organization of the

thesis are described.



1.2 SoC Integration and Its Challenges

Arbitrated shared buses are the communication backbone in an SoC architecture. As the
advantages, this architecture has simple topology, low area cost, and extensibility. As the
disadvantage, only one communication at a time is allowed by a shared bus while preventing
other buses in the hierarchy. Consequently, this architecture does not scale the system
performance if more IP cores are embedded. In other words, with the increase in the number
of IP cores, traditional bus-based interconnections in SoC designs prevent large and complex
applications from satisfying the required performance. Subsequently, shared global buses
in SoC-based systems are unable to fulfill sufficient bandwidth demand since all TP cores
share this bandwidth. Even the problem of bandwidth sharing remains same if the shared
bus is segmented for usage [8,9]. According to the International Technology Roadmap for
Semiconductors (ITRS) report in 2001, the delay on every process generation is reduced
with local wires. This delay, on the contrary, with global wires increases exponentially or at
best linearly on inserting repeaters. This delay is caused due to intrinsic parasitic resistance
and capacitance of a relatively long bus. Now, as the IP cores share this bus, they add
capacitance to the bus resulting enhanced delay. Also, long wires introduce many signal
integrity problems, such as crosstalk, electromagnetic interference (EMI), etc. Moreover,
global wires along their drivers and repeaters signify overall power budget of an SoC. In the
deep submicron (DSM) era, on-chip communication efficiency in terms of performance and
cost has become a key factor. Major challenges towards the goal is to turn an SoC-based
architecture into a structured, reusable, scalable interconnection architecture that can meet

the demand of high performance computation and communication (HPCC).

1.3 SoC to NoC: A Paradigm Shift

Researchers from academia and industries have haunted for the high speed communication
backbone in the next-gen MPSoCs that would support new inter-core HPCC demands.
Dedicated channels in point-to-point (P2P) architectures with limited IP cores can be
considered to be a good alternative to a global bus-based SoC and achieve certain performance
in terms of latency, power consumption, and so on. The number of channels however
exponentially increases with the increase in the number of IP cores. Consequently, a routing
problem may originate in such large systems. Few limitations of the buses though can be
overcome with a centralized crossbar switch but the connection of a large number of IP
cores to the switch makes the design ultimately unscalable. Therefore, a traditional bus-
based SoC with certain number of IP cores can be considered as an intermediate solution
for the expected system performance [8,10]. But, the tendency of increasing IP cores in a
many-core regime is noticed since last decade due to shifting of the focus from computation to

communication. It is necessary to search for a systematic design of communication backbone in



chip multiprocessor (CMP) architectures, i.e., MPSoCs. The solution subsequently has turned
an SoC into a network-on-chip (NoC) which is commonly known as an “on-chip network”, “on-
chip communication network”, or “on-chip interconnection network”, and so on. An NoC has
therefore emerged as a revolutionary scalable communication mechanism in the place and acts

as a viable solution over SoC’s communication bottleneck [11,12].

It can be mentioned that the concept of on-chip interconnection network (NoC) has
been borrowed from off-chip interconnection networks. In later class of networks, every
chip implements a router and the bandwidth is typically lower. Also, these networks are
constrained by bit width because every extra bit costs one more pin. Additionally, routers are
explicitly connected by board traces which aggravate the synchronization problem and affect
the overall latency [13,14]. The concept of an NoC for the design of modular and scalable
communication architectures is first suggested by Benini et al. [15,16]. Authors have used the
traditional computer networking mechanism for communicating application data in the form
of packets via routing paths across several routers and channels. The IP cores, each wrapped
with a network interface (NI), as the source and destination thus communicate via router-
based network. An NoC architecture is partitioned into three basic building blocks which are
processing elements commonly known as IP cores, data forwarding switches commonly called
routers, and data transmission medium commonly known as channels (also called as on-chip
channels, on-chip network channels, or on-chip interconnection channels). These components
are interconnected in various ways resulting a topology, such as mesh, torus, octagon and
so on [8,17,18|. Various NoC topologies as the on-chip communication or interconnection
networks are being studied for a stable foundation of design approaches. Today NoC is

therefore an emerging topic for the research communities.

1.4 Research on NoC Architectures

Researches on NoC designs are fundamentally classified into four major and broad dimensions-
communication infrastructure, communication paradigm, evaluation framework, and applica-
tion mapping, as suggested in [10,19-21]. The first research dimension focuses on the com-
munication infrastructure that acts as the backbone for NoCs. In this dimension, researchers
show interest to address different key design aspects of NoCs, such as topology selection,
router design in terms of proper buffer utilization, clocking strategy, channel configuration in
terms of determining its width, and floor planning and layout design. Once the communi-
cation infrastructure is finalized, it is necessary to design a communication scheme between
source and destination IP cores via the established network. The second research dimension
deals with the communication paradigm that sets up a number of policies, such as routing
strategies, switching schemes, congestion control mechanisms, quality of service (QoS), relia-

bility and fault tolerance issues, and thermal and power management. As the NoC topologies
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in complex systems are integrated with a large number of IP cores that communicate via
routers and channels, one must have the clear idea about the performance achieved by these
networks at the pre- and post-manufacturing stages of the systems. The potential faults must
be detected and drawbacks, if any, must be identified in order to avoid huge loss in terms
of severe performance degradation after getting NoCs in the silicon chips. Next research di-
mension pays attention to the evaluation framework designs in presence of the stochastic and
application-specific traffic. The job of the NoC simulators, such as Noxim [22] is to replicate
similar behavior as seen in the actual NoC. Often synthetic traffic instead of actual applica-
tion traffic patterns are used in these simulators to mimic the behavior. With the confidence
gained in the network performance through simulations, the designers can soon estimate the
area and power consumption in the network because a significant portion of the overall SoC
cost budget is taken by these factors that influence the network performance. The final re-
search dimension addresses the mapping issues of IP cores onto regular and irregular NoCs
to achieve the required performance. An important problem of this dimension is the perfor-
mance, traffic, and energy-aware task scheduling for heterogeneous NoCs. Besides the four
research dimensions, another important aspect for NoCs is testing of their basic components
as it takes major part in any system development process. It may become complicated whence
test data size becomes voluminous and are necessary to be transported from system inputs
to outputs during testing of an NoC component. This gives rise to an optimization problem
in terms of the test scheduling. The testing and related scheduling schemes occupy a set of
aspects designated for the second and third research dimensions that support QoS, reliability,

fault-tolerance, and accepted network performance level.

1.5 Necessity of NoC Channel Testing

NoCs are regarded as the revolutionary approach for addressing communication demands of
MPSoCs. Source and target IP cores in an NoC communicate by exchanging data packets
via a routing path of routers and channels. The routers forward the packets while channels
transport them. The high bandwidth requirement of MPSoCs is overcome by the placement
of huge number of metallic wires as communication channels in NoCs. It can be found
that communication channels compose sizable part in NoCs. On the other hand, continuous
shrinking of chips on a die results to many transient and manufacturing faults in NoC channels
as well as other NoC components. Consequently, these defects may put the NoC into various
system failure modes that appear as channel errors and subsequently have direct influence
on the system performance degradation, and even may lead to complete system failure [23].
Reliability, yield, and fault tolerance issues have become major concerns in the current as
well as future generation NoC-based SoC communication systems because of hefty use of
DSM technologies [24].



Reliability during communication in a system can be ensured through testing and
fault tolerance mechanisms. The testing mechanism defines the reliability with reference
to manufacturing and operational defects. On the other hand, the fault tolerance guarantees
the reliability with respect to avoiding the faulty parts detected by testing. One has to
unwillingly accept the fact that some manufacturing products, say NoCs are expected to be
faulty or may become faulty during the operational time. Testing of the NoCs is divided into
three phases: testing of IP cores, testing of routers, and testing of channels. Test of each
of these components needs to rely on each other. Generally, these phases are accomplished
separately, otherwise the process becomes complex. Test of NoC channels must be attempted
first. Because, testing of other phases needs to communicate test data over the channels.
Therefore, the correctness of the channels must be ensured before conducting a test for IP
cores and routers. One can also use the knowledge of channel’s health status for the verification
of correct implementation, manufacturing, and operation of NoCs. Furthermore, NoCs play
a central role while system-reliability is under consideration. The NoCs therefore must be
operating correctly both at normal and test modes. Thus, an NoC should at least include a
test mechanism for detecting manufacturing and operational faults in order to enhance not
only system reliability, serviceability, and dependability, but also better yield and increased
system lifetime [24].

1.6 Literature Review

Different aspects of design and implementation of an NoC architecture have been addressed
in [2,5,11,25]. Note that an NoC architecture primarily consists of three basic building blocks:
IP core, router, and channel. These components may malfunction because of the presence
of various transient or permanent faults [26,27|. Radiation-induced soft errors, crosstalk,
voltage-induced delay errors often result in transient faults in an NoC system [28,29|, whereas
manufacturing defects, hardware aging, thermal and physical stress may cause permanent
faults such as logical stuck-at and shorts [5,15]. In order to perform reliable computation
with MPSoCs, the underlying NoC fabric that is being engaged must be guaranteed to be

fault free.

Testing for faults in an NoC architecture should cover these three components:IP cores,
routers, and channels. In other words, the test of the NoC architecture characteristically
is classified into three broad areas: (a) testing of IP cores, (b) testing of routers, and (c)
testing of communication channels. The testing of IP cores is based on the reuse of the NoC
infrastructure as a test access mechanism (TAM) and has been studied in the past [30-32]. On
the other hand, test strategies for routers in terms of testing of arbiter, routing logic blocks
(RLBs), I/O ports, and first-in-first-out (FIFO) buffers are well studied [6,33-35]. In both

cases, the test methods assumed the correctness of the communication channels to carry test



data and test responses. Therefore, the sequence of testing NoCs’ basic components matter
and must be prioritized in the testing cycle. The testing of NoC channels in the priority
sequence must be conducted earlier than the routers which must again be done before the
cores because channels are the primary means of transportation for both test and application
data, and involve significant portion of the network area [36]. One must then be ensured
about the correct functionality of the channels before using them as the test instrument in
testing of routers and cores. In this thesis, different manufacturing channel faults in an NoC
are primarily considered. These channels suffer from poor observability and controllability
because of their placement and density. Although all channels connected to a node can exercise
the same test set, optimization of test time, fault coverage metrics, and performance overhead
pose a challenge while applying the same test set at the node [37,38].

The search for designing a suitable test paradigm for permanent (manufacturing) faults
in NoC channels had been a topic of research for quite some time. For example, Cota et
al. [37,38] proposed an off-line and high fault-coverage test model that addresses pairwise
shorts in the channels of a 2 x 2 neighborhood. The four IP cores simultaneously transmit
the test sets to each other separated at four hops in the neighborhood. A hop is defined as
the single channel length. The model can be used to test larger size mesh NoCs by testing
several 2 x 2 sub-meshes that cover it for the detection of short-channel faults. Although,
the 2 x 2-Model provides high coverage metrics, it requires high test time. The situation
worsens when the model is applied in the on-line mode as it needs increased number of test
iterations. The same test model is extended by Herve et al. [39]. The extended post-burning
off-line test method accounts for co-existent short and stuck-at faults (CSSAFs) in channels of
a 2 x 2 network neighborhood. The method as before, incurs both high test area overhead and
time due to the analysis of test responses after traveling four hops. Similarly, the test time
is increased while the model is applied in on-line mode. Moreover, it works with traditional
mesh-type NoCs only due to this 2x2 test configuration. Today, NoC-based systems often have
both conventional topologies like mesh networks and unconventional topologies like octagon,
spidergon networks. If one wants to account channel faults in unconventional NoCs, the 2 x 2-
Model should not be preferred, rather one may employ the test model discussed in [40,41] for
torus NoC. In this scheme, the channel-short faults on a neighborhood of 2 x 1 that consists
of an interswitch channel and its adjacent local channels get tested. Multiple instance of this
neighborhood is applied concurrently for detecting channel shorts on a larger torus network.
In the on-line mode, one can iterate this 2 x 1 neighborhood to cover channel faults on a
general network. Although the scheme enhances the scalability issue irrespective of network
size and type but results in high test time and hardware area overhead on these networks.
Strano et al. [42] have proposed a self-diagnosis test method that detects a stuck-at fault
in the interswitch channels. In this method, a router and its neighbor routers construct a

neighborhood. A router in one direction transmits test sets to another router in the opposite



direction in the neighborhood. The method does not only take higher test area overhead but
also needs high test time to detect the fault. The area and time will be more while short
faults are considered additionally. Kakoee et al. [6] have proposed an on-line test approach to
address the stuck-at faults in interswitch channels of general NoCs. The approach sequentially
selects a router to test its interswitch channels. The method claims that it can be used to
detect short faults on the interswitch channels. Although the approach offers a scalable feature
irrespective of the network type, it is not cost-efficient for larger NoCs since test time linearly
grows with the NoC-size. Further, faults in local channels like the previous scheme [42] are not
addressed while faults on these channels are as natural as in the interswitch channels. Later
this sequential router selection based test methodology is extended in [7] to detect stuck-at
faults in different components of NoC routers.

Next to the permanent faults, channels are also exposed to transient faults, e.g., crosstalk
and faults due to aging, such as hot carrier injection (HCI). These faults are temporary and
recoverable. The leading error correction code (ECC) techniques, such as automatic repeat
request (ARQ), forward error correction (FEC), or a mixture of both schemes i.e., hybrid
ARQ/FEC procedure, are followed in practice to tackle these temporary faults [26,43]. Many
approaches include these faults alongside the permanent faults in channels. For example,
Amirali et al. [28] have presented an end-to-end (E2E) on-line fault detection methodology
that accounts for transient faults in NoC interswitch channels. The method is based on
the FEC scheme that corrects transient faults in the channels. Further, the observed FEC
syndromes are reused to detect the channel’s permanent faults. Liu et al. [44] have proposed
an on-line fault detection technique for the transient faults in NoC interconnects. The method
works by sequentially selecting a channel shared by a router pair. Also, it is supposed that
the method can detect stuck-at and short faults as the permanent faults in channels.

Prior works may compliment each other with respect to a specific issue but one needs
an advanced approach that can meet most of the quality characteristics in general. From the
above literature survey, one may classify the limitations of the prior works in terms of the

following quality characteristics:

o Maintaining System Reliability and Yield— It can be achieved by considering an cost-

efficient test scheme.
o Test Size Reduction— a test mechanism should exhibit low test area overhead.
o Test Time Reduction— The overall test time should be at the lowest possible value.

o Fault Coverage Metric— The test mechanism should reach a high fault coverage value

that may be up to 100%.

e Performance Overhead- Application of a test scheme should incur low performance

overhead at the run time.



o Method Scalability— The scope of a test scheme should not be confined to a particular

topology, network size, and channel width.

o Fault Efficacy— Along with stuck-at and short faults, a test mechanism should have the

capability to detect other faults, such as open fault.

1.7 Research Overview

The NoC research in this dissertation is oriented in terms of on-line channel testing towards
following key issues: test algorithm, area overhead, test time, test scheduling, network
performance analysis, and scalability. The property of tolerating faults in NoC channels at
the cost of its limited functionality or compromising its performance to certain level is termed
as graceful degradation [45]. It is thus believed that the graceful degradation and the fault
tolerance are two sides of the same coin. For reliable communication to be ensured in the NoCs,
different fault-tolerant approaches [46-48] must have the prior information about the faulty
channels in order to take decision on them whether to exploit or discard for transporting
packets. This health status of channels is a prerequisite for graceful degradation of NoCs.
The channel’s health status, however, can only be supplied after testing of channels using
a test algorithm that should conduct efficient detection and diagnosis procedures. The test
algorithm does not only enable graceful degradation in a granular way but also improve NoC’s
robustness [35]. The amount of time needed to complete the on-going execution of a test
algorithm depends on many factors, such as the working principle of the test algorithm, size
and type of test data exercised for a fault, delivery of test data using unicast/multicast routing,
routing path length between source and destination, etc. These factors also determine the
hardware area overhead required to implement the test algorithm. The test time also acts as a
dominant factor to performance degradation at least in terms of latency, power consumption
especially in the on-line mode because application packets forcibly wait at the routers whose
channels are currently under test. In the on-line mode, a part of an NoC as subNoC whose
channels, for instance, are considered under test while rest part of the NoC can be allowed
to continue applications. Therefore, the subNoCs must be selected in such a way that the
channels in the corresponding NoC can be tested at the cost of few test iterations. The
test scheduling addresses these issues. Faults in channels and other components of NoCs
have considerable influences on the performance deterioration. Network performance analysis
for a test scheme helps to uncover the impact of faults on various performance parameters
or metrics, such as throughput, latency, power, etc. Scalability is another requirement for
any test mechanism designed for an NoC system. The test mechanism should scale with
different aspects of the NoCs, for instance, network size, channel width, and network type.
Different progressively improved mechanisms are proposed for testing of the channel faults in

this dissertation.



1.8 Motivation and Problem Formulation

Despite several advantages, NoC channels are more vulnerable to common manufacturing
(permanent) faults: short, stuck-at, and open faults which put the NoC into different failure
modes. Consequently, testing of channels has become an essential part in the NoC to prevent it
from severe performance degradation. A set of test solutions for testing of these channel faults
have been discussed in the literature over few years. These solutions may compliment each
other on a set of issues. Despite their several advantages, one can observe three basic issues:
test area overhead, test time overhead, and performance overhead in these techniques that
subsequently incur higher test cost. Considering the first aspect, it is necessary to implement
a test mechanism with lower hardware or test area overhead that depends on the test data and
test response volume for a fault. The test time overhead incurred by the mechanism defines
the overall time taken to address faults in all channels of an NoC. The metric basically depends
on the working principle of the test mechanism, the test size, and the test scheduling. Various
failure modes due to channel faults are manifested as channel errors that may have severe
impact on the system performance. This performance is degraded while the test time seems
to be high at the system run time. Thus, the motivation of the current thesis is designing a
suitable test solution that can be applied both in the off-line as well as the on-line mode of
the NoCs.

Consider an NoC architecture that has n-bit communication channels. Also, suppose
that the channels experience a manufacturing and/or a temporary fault. Then, the main
objectives of this thesis for the testing of the fault in NoC channels can be enumerated as

follows.

(1) Designing of a time-efficient, distributed, test algorithm at a node that has the capability
in detecting the fault for checking the health status in terms of faultiness or non-faultiness

of channel wires shared by the node.

(2) Extension of the test algorithm for diagnosing the wires to identify the faulty wires in a

channel and report possible channel errors caused due to these faulty wires.

(3) Reduction of the test cost, at least in the form of low hardware area, and the overall test
time and associated performance overhead through designing a suitable test scheduling

scheme.
(4) Improving the coverage metric towards reaching 100%.
(5) Overwhelming the fault efficacy property of the prior works.

(6) Suggesting a test energy model for the network resource utilization in terms of energy

dissipation during testing of NoC channels.
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(7) Widening the scope of the existing test solutions. The proposed solution, therefore, should
not be limited to traditional networks, such as mesh but at the same time, it should be
applied on the untraditional networks, such as an octagon, x-octagon, and spidergon. In
other words, the proposed solution should be scalable and adaptable to the NoCs with

respect to their size, channel width, and type.

The proposed test solution has two parts. One is the test algorithm and another is the
test scheduling. The main purpose of test algorithm is to address a manufacturing fault in
NoC channels and extend it to a temporary channel fault. Testing is performed by selecting
suitable test stimuli (data) that consist of finite number of test vectors, applying these vectors
to the channels under test, and then comparing the received test vectors as the test responses
with the expected responses. The proposed test algorithm is implemented using a special
machine called built-in-self-test (BIST) structure. Two BIST structures are designed. One
is placed at the sender side and another is placed at the receiver side. Former BIST module
derives, packetize, and applies the required test stimuli. Later BIST module, on the other
hand, does comparison between the set of test responses and the set of expected responses. A
difference between the two responses results to an existence of the fault in the channels. An
advantage of using BIST structures is that they lower the test area overhead by exercising
small test set. Further, two types of routing- unicast and multicast, are included in the
sender BIST block. Also, the BIST block in the receivers does comparisons in parallel. The
objective is to lower the test time that the algorithm takes. The NoCs have a great advantage
that allows parallelism in the operations. By taking this benefit, the test algorithm can be
concurrently initiated at multiple nodes towards meeting the objective of lowering the overall
test time for the fault. The objective can be fulfilled quickly on considering a suitable test
scheduling scheme. Interconnection of multiple nodes taken from the NoC is treated as a
subnetwork (subnet), also called a subNoC. The basic job of the proposed test scheduling

scheme is to select a subNoC for its channels to be put under test in a test round.

1.9 Major Contributions of the Thesis

The main contributions in the dissertation are briefly mentioned as follows.

A. Addressing Stuck-at Faults in Channels of Networks-on-Chip
This work is dedicated to a low-cost and fast test solution for addressing channel’s stuck-
at faults in NoCs. The proposed test algorithm detects both stuck-at-0 and stuck-at-1
faults in order to observe the correctness of the channel wires and measure the effect of
channel’s stuck-at faults in terms of packet corruption, packet misrouting, and packet
dropping errors. To execute the test algorithm at nodes concurrently, two test scheduling
schemes- diagonal node selection and graph coloring models are proposed that reduce the

overall test time and make the proposed test solution scalable with general NoCs.
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B. Maximal Connectivity Detection in On-Chip Communication Networks

This work is dedicated to the maximal connectivity test with open faults in NoC channels.
The connectivity between source and destination nodes in the NoCs is ensured by detecting
open faults and locating a faulty channel wire. Through the testing of channel-open faults,
the proposed test algorithm addresses both partial and full packet loss caused by the faults
in the network. The scheduling scheme in the work introduces the 4-corner principle which

drives the test algorithm on the selection of multiple nodes at a test iteration.

. Impact of Short-Channel Faults in On-Chip Interconnection Networks

This work proposes a time-independent scheme for the analysis of short faults in NoC
channels. The proposed test algorithm targets both intra-channel and inter-channel
short faults. In addition to ensuring the correctness of channel wires, the test algorithm
measures the packet duplication, packet misrouting, and packet dropping failure modes.
The cluster-based test scheduling scheme makes the proposed solution time independent

with respect to NoCs in general.

. Test Time and Energy Optimized Scheme for On-Chip Channel-Faults

This work deals with both transient and manufacturing short faults in NoC channels.
Algorithmic construction is based on the strategy that in one hand detects channel-short
faults and diagnoses these faults to identify faulty channel wires, and states an observation
method in another hand to detect a transient fault in the channels. A partition-based
new test-time independent scheduling scheme is proposed. Also the work introduces a
theoretical test energy model that can be used to observe the amount of NoC resources

accessed during channel testing.

. Optimal Detection and Diagnosis of Coexistent On-Chip Channel-Faults

This work focuses on the detection of coexistent manufacturing channel faults in NoC-
based systems. Here, both short and stuck-at faults are considered simultaneously to
occur in channels. In addition to detection and diagnosis of these faults, the issue of fault
non-diagnosability is discussed. A variant of the partition-based test scheduling scheme is
considered to apply the proposed test solution on both conventional and unconventional

networks at the cost of constant test time.

1.10 Organization of the Thesis

The rest of the dissertation is organized as follows.

Chapter 2: This chapter presents detailed state-of-the-art on the testing of transient and

manufacturing channel faults in NoCs.

Chapter 3: This chapter is dedicated to addressing stuck-at faults in the NoC channels.
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Chapter 4: This chapter targets the testing of open faults in channels in view of maxi-

mal connectivity detection between nodes in NoCs.

Chapter 5: This chapter analyzes the short-channel faults in on-chip networks.

Chapter 6: This chapter deals with the detection of both manufacturing and transient chan-

nel faults in NoCs.

Chapter 7: This chapter focuses on the testing of coexistent manufacturing faults in the

communication channels of NoCs.

Chapter 8: This chapter concludes the thesis and forecasts the immense scope of the pro-

posed works.
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Chapter

Literature Survey

2.1 Introduction

To meet the modern requirements of high performance computing and communication, mul-
ticore processing systems have been considered as the widely accepted architecture. Conse-
quently, many microprocessor manufacturers are currently migrating to chip microprocessors
(CMPs), e.g., SoCs where the number of processors with time has seamlessly increased from
a few cores (e.g., Intel’s quad-core processors [49]) to thousands of cores (e.g., Adapteva’s
Epiphany [50]). As the complexity in the high performance multicore systems is increasing,
NoC has become the dominant architecture [28].

An NoC architecture as a promising solution to multicore SoCs has provided several
advantages, such as (1) it is a communication structure that ensures energy efficiency, (2) it is
a high performance interconnect fabric that ensures the quality of services (QoS) in terms of
guaranteed bandwidth and reliability, (3) it validates functionality and performance at various
(electrical to transaction) levels using own communication infrastructures |5,51]. In spite of
many advantages reaped for an NoC architecture, various issues regarding the challenges in de-
sign complexity, synthesis of the NoC architecture have arisen and are subsequently discussed
in [5,51-53]. The design process for NoC-based systems is considered from the performance
and VLSI design perspectives. In the first perspective, high-performance requirements, such
as low latency and high throughput are the desirable characteristics. The characteristics are
met with intellectual property (IP) cores that communicate with one another through intelli-
gent routers and high bandwidth channels. Communication designs are generally considered
at a high abstraction level. On the other hand, energy dissipation profile of the interconnect
architecture that results in silicon area overhead is a notable characteristic in the second per-
spective. Long wire segments in channels show high energy dissipation. The designers have
overcome the issue by optimizing the communication medium. A salient feature of the NoC

that decouples the communication fabric from IP cores is used to do so.
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According to the report published by the International Technology Roadmap for
Semiconductors (ITRS) [54], traditional scaling will no longer satisfy the performance
requirements in both homogeneous and heterogeneous network architectures in the long
term. The continued progress of interconnect performance consequently requires radically
new interconnect paradigms. Multiple approaches have been envisioned so far as emerging
interconnect technologies that enable a high degree of integration [52]. Further, when an NoC
architecture is operated in a system or manufactured for the system, various transient and
manufacturing faults due to aggressive technology scaling are induced on various components
of the NoC architecture. This on-chip architecture (NoC), as a consequence, is adversely
forced to change its normal operation and thus the system malfunctions. In the report of the
ITRS [54], it is announced that 1% chips per day are found defective during their operational
lifetime. The manufacturing fault rate may become ~ 103 defects/m? and the trend may
adequately be boosted in the near future dedicated to the next generation NoC-based high-
performance communication infrastructures. Testing of NoCs has thus become a necessity to
keep the chip functional and maintain the quality of service at the best effort delivery.

Rest of the current chapter is organized as follows. The NoC basics that describe key
information of the primary NoC elements, and routing and switching techniques are studied
in Section 2.2. Possibilities of organizing the basic building units of NoCs to emerging
interconnect technologies are mentioned in Section 2.3. Section 2.4 presents basic fault
modeling schemes which are generally used in VLSI circuits and may be considered for
studying the faults in NoC’s components, i.e., IP cores, routers, and communication channels.
Preliminaries about the NoC testing is provided in Section 2.5. Detailed literature and the
merits and demerits of the art mechanisms for the testing of communication channels in
NoCs are discussed in Section 2.6 and Section 2.7, respectively. Motivation and the list
of contributions which are the base in rest of the chapters of this thesis are mentioned in

Section 2.8.

2.2 NoC Basics

The concept of NoC is first suggested by Benini et al. [15,16]. Authors have used the
traditional computer networking mechanism for communicating application data in the form
of packets via routing paths across several routers. Figure 2.1 represents a general view
of an NoC paradigm. The idea of using NoCs as the interconnection networks or on-chip
communication architecture on the multiprocessor SoCs (MPSoCs) is considered as the viable
solution that has been gaining traction since last decade. Furthermore, such attempt scales
down the concepts of large-scale networks into parts and apply them to the domain that

embeds SoCs [17]. An NoC as the on-chip communication network consists of three basic
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Figure 2.1: High level view of an NoC paradigm.

components namely processing element or IP core, message forwarding router or switch, and
communication channel or interconnect. Unlike the SoCs, the NoC is a packet switched
network that routes application data packets from an IP core as the source to another IP
core as the destination. Application data to packets are organized by employing a switching
mechanism and transported by using routing algorithms. The packets are routed via a
routing path that consists of an interconnection of routers and channels between source and

destination in the NoC architecture.

2.2.1 1IP Cores

The primary source of message generation in the on-chip interconnection networks (NoCs) is
the intellectual property (IP) core. It is the first building block of the networks and treated
as a predesigned and pre-verified logic block or data segment which is used in making a
field programmable gate array (FPGA) or application-specific integrated circuit (ASIC) for
a product. The IP cores are generally obtained from internal sources, or different third
parties, vendors and embedded deeply or hierarchically on a single chip [1,55]. IP cores or
blocks as essential elements in design reuse have become parts of the growing electronic design
automation (EDA) industry. An IP core wrapped up with a network interface (NI) is entirely
designed to be portable so that it can easily cope with any new design methodology or vendor
technology.

The number and types of IP cores can be diverse and primarily fall into two categories:
hard cores, and soft cores [56-58|. Hard IP cores are physical manifestations of the IP
design and synthesized blocks that can be fabricated, placed in the FPGA. For the layout
designs, these IP cores in a layout format are mapped to a process technology following the

final layout of a chip. On the basis of diverse functionalities, hard IP cores duly include
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Figure 2.2: Various IP cores in a Microcontroller-based system on a chip.

wide range of devices, e.g., Universal Asynchronous Receiver/Transmitter (UART), memory
controller (ROM, RAM, FIFO), central processor units (CPUs, e.g., atlas processor, plasma
processor), DSP Multiplier, Flash memory (boot, user), Ethernet controllers, PCI and PCle
interfaces [49,59-61]. Figure 2.2 represents a microcontroller-based system on a chip that
embeds various hardware blocks, such as embedded processors, interface blocks, memory
blocks, and other components as IP cores [62]. Note that all of these IP cores can be designed
stand alone for different designs that handle application specific processing functions. These
are best for plug-and-play applications [55]. By the nature of their low-level representation,
hard IP cores offer better predictability of chip performance in terms of silicon area and
latency. At the same time, this representation does not allow chip designers to modify the
core’s application function to be meaningfully modified. These cores are therefore customized
for dedicated process technologies on chips and sometimes termed as analog IP cores [63].
Soft IP cores as the name suggests are the most flexible IP blocks that generally exist
either as a generic gate-level netlist or hardware description language (HDL) code. A netlist
as the soft IP core is a list of logic gates and associated interconnection that make up an
integrated circuit. On the other hand, an HDL code block as the soft IP core is offered as a
synthesizable RTL model which is developed using one of the Hardware description language
like System Verilog or VHDL [56-58]. Many hardware components used as the hard IP cores

can be made synthesizable to soft IP cores that permit chip designers to modify designs at
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least at the functional level. Each module, in this case, is delivered with a reference design
and a testbench in VHDL /Verilog. Thus, the IP core implemented as a soft core is portable
to any process technology. For the reason, soft IP cores, e.g., a DRAM controller IP, Ethernet
MAC IP, AMBA bus protocol IPs etc. are generally considered as digital logic IP cores. In
addition to these IP cores in a reusable form, other soft cores may include real-time operating
systems and kernels, library functions, and device drivers [55,56,62,63|. Beside the hard and
soft IP cores, designers consider another class of IP cores which are less portable and flexible
than the soft type of cores but are more modifiable than the hard type of cores. This new core
class is termed as the firm or sometimes called semi-hard IP cores. Firm cores like another
type of cores also carry placement data and are configurable to various applications.

The goal of a system on a chip is to achieve large productivity gains in the system. It
can be achieved using an IP-based approach along with other components. The SoC/NoC
designers in the system integrate them on the chip in order to consummate complex functions
in a relatively short amount of time. Further, the integration process involves connecting the
IP blocks to the communication network that interconnects the message forwarding routers

and high speed communication channels [55].
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Figure 2.3: General architectural view of an NoC router with its main components.

2.2.2 Routers

A router also known as a switch is another basic building block of the interconnection networks
(NoCs). Routers constitute the backbone of an NoC architecture and are responsible for
routing packets from sources to destinations. Design of a router therefore critically affects the
network performance both in terms of throughput and latency, and design cost in terms of

silicon area overhead. A router consists of a number of components, such as FIFO buffers,
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switch allocator, arbiter, routing logic block (RLB), multiplexer, and I/O ports. The I/O ports
are separated into two classes. The first class of I/O ports is utilized for the communication
among the routers. The second class of 1/O ports is on the other hand dedicated to the
communication from the routers to the terminal IP cores [18,64]. RASoC [65], Xpipe [66] are
the examples of two common routers used in constructing an NoC-based interconnection
network. Figure 2.3 illustrates a general architecture of the NoC router with its main
components [38]. Each router as seen, has four set of I/O ports in the north (N), south (S),
east (E), west (W) directions to connect four neighbor routers. These I/O ports are called
global ports. Apart from that, the set of I/O ports between a router and its terminal IP Core
is called local (L) ports. In the straightforward implementation of a router, it is connected to
one or multiple IP cores via direct unidirectional or bidirectional connections. In this case, a
multiplexer is used to select an IP core to bring the flexibility in the local reconfiguration of
the cores [8]. In addition to design as well as implementation issues, a router defines a set of
control policies. These policies are required to deal with routing, packet collision, and overall
strategy for transporting data packets on a network. The logic block in NoC routers generally

implements these policies.

2.2.2.1 Flow Control

The goal of a flow control policy is to allow network resources for transmission of packets from
source to destination. Therefore, a flow control is defined as the policy that characterizes the
movement of packets. STALL/GO, ACK/NAK, T-Error [67] are the common flow control
schemes used in NoCs. Alternatively, the flow control policy can be considered as a packet
contention resolving the problem during the packet traversal [17]. The resolving issues are
included at both NoC and router levels. The NoC-level issues are treated as the global
issues while the router-level issues are addressed at the local level [64]. For instance, when
transmission errors occur, packets in spite of the errors must be recovered. However, the
support provided by the underlying flow control mechanism decides packet recovery from
the error. For example, the flow control mechanism stops the flow of packets from the
sender whence retransmission of a corrupted packet is needed. Subsequently, the mechanism
performs request signaling in order to reallocate bandwidth, buffer, and other resources [17].
As a disadvantage, most of the flow control techniques can not reallocate all resources for
the packet retransmission. Therefore, one must implement either a scheme that can handle
reliable packet transfers or an error correction mode. Oppositely, as an advantage, a flow
control policy can manage channel congestion by taking some measures in the policy in order
to ensure a deadlock-free routing for guaranteeing communication performance and quality of
service (QoS) [10,68]. A measurement may be done by avoiding certain routing paths in the
NoC. Flow control can be of two types: centralized or distributed. In the first case, decisions

on the routing with a strategy that guarantees no traffic contention are taken globally i.e.,
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throughout the NoC and applied to all nodes. One advantage of this method is that it avoids
the need for an arbitration block. But, all nodes have to share a common sense of time. The
well known time division multiplexing (TDM) is a possible implementation of the centralized
flow control mechanism that associates a time frame to each and every packet |24, 69, 70].
NoCs in the second case, however, generally use a distributed control that allows each router

to take decision locally.

Definition 2.1. A flit is a basic and smallest unit over which flow control is performed during

routing a packet.

Definition 2.2. A phit is a data unit transfered on a channel in single clock.

2.2.2.2 Switching Strategies

A switching strategy in the NoC architectures determines how the message flows from a source
to destination by setting the routers. The switching techniques define granularity [8]. The IP
cores are the basic message generation centers in the NoC and are supported with buffers. A
message is considered to be a single packet or broken into multiple packets. Each packet is
further broken into several flits. These flits are classified into three sets- header, payload, and
trailer. Some designers consider each flit as a collection of phits. A general packet organization
is shown in Figure 2.4. Different NoC architectures use different switching techniques that
correspondingly handle varying sizes of phits, flits, and packets. Two classes of switching
strategies are practiced. One class is circuit switching and another class includes packet
switching [8,17,24].

Header Flit-0 | Flit-12 | ------ Flit—=x | Trailer

Phit-0 |Phit-1 |----- Phit-y

Figure 2.4: An NoC message organization.

In the circuit switching mode, a physical path as the routing path between the source and
destination nodes is established by the header of a packet prior to transmission of data from
the packet. The physical path is a series of alternate interconnection of routers and channels.

If the packet header from the source reaches without any conflicts to the destination, the whole

19



routing path is reserved for the transportation of data in terms of payload flits and that path
is available till the packet trailer has torn down it. The SoCBus NoC architecture [71], for
example, implements this circuit switching technique. The main advantage of this switching
technique is that full channel bandwidth is available through the path setup. In spite of
a dedicated routing path, this technique does not scale while the NoC size grows because
many channels are occupied during packet transportation. As a result, it produces excessive
blocking that leads to high packet latency. But the technique guarantees throughput due to
the reserved paths [18,72].

Instead of establishing a reserved path before transmitting any data packet, all packet
flits are transmitted once the packet header establishes the connection between routers. In
this packet switching mode, the packets from the source possibly follow different routes
independent of the receiver but with different delays. Unlike the circuit switching, multiple
packets from different sources reach to a router. One or many of these packets must wait until
an intended output channel of the router is available. Thus, the case of packet contention
is possible and subsequently, QoS guarantees become harder to make. Despite this fact,
designers choose this switching technique since no channel reservation in advance is needed
that saves startup time as needed in the former switching method. Further, QoS guarantees
may be achieved to some level by applying any of the following packet switching techniques-
store and forward (SAF), virtual cut through (VCT), and wormhole (WH) switching. The
SAF switching is a simple packet switching technique. In the SAF strategy, a router stores
the whole packet before forwarding it to the next router in the routing path. Therefore, one
must ensure in the SAF strategy that buffer size at the routers must at least be equal to
the packet size or the received packet can be stalled. The NoC architecture discussed in [73]
implements the SAF strategy during packet transmission. The VCT-based packet switching
aims at reducing the router latency over the SAF scheme. In the VCT switching, the first
packet flit from a router is forwarded to the next router in the routing path as soon as a
space for an entire packet is available at this receiver router. Thus, the scheme eliminates the
waiting time for the entire packet to be received. Furthermore, no channel except the current
router in the routing path is affected in case of stalling. Other packet flits follow the first flit
without any delay. The VCT scheme is implemented in [74]. The WH switching is widely
used for sending packets in an NoC architecture. A router makes the routing decision as well
as forwards all flits of a packet. Thus, buffer requirements in the WH switching are reduced
to the size of a single flit. However, this switching is more susceptible to packet deadlocks
than other switchings due to blocking of channels. Because, if the receiver router is unable
to store a whole packet in case of insufficient space, parts of the packet are distributed to
many routers. Such a packet distribution may result in channel blocking [8,17]. Most of the
architectures, such as SPIN [75] use this WH packet switching. Also, other architectures, such
as Athereal [70], and MANGO |[76] use a combination of VCT and WH switchings.
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2.2.2.3 Routing Algorithms

The routing algorithm is the logic that takes the responsibility of correctly and efficiently
transporting data packets from source to destination. When a router has received a packet at
one of its input ports, the routing algorithm forwards the packet to the selected output port.
This port selection depends on the routing information available in the packet. There are
many routing algorithms available for the NoCs. The choice of a routing algorithm however,
depends on the tradeoff between performance and cost that includes minimum routing power,
high performance with low delay and maximum traffic utilization, minimum logic and routing
table, improved robustness [17]. Routing schemes are broadly classified into deterministic and
adaptive routings that are further categorized into static/dynamic, source/distributed, and
minimal /non-minimal routing [17,18,24]. In the deterministic routing algorithm, a packet is
always routed on the same routing path between source and destination nodes. The source
routing and XY routing [77] are the common deterministic routing techniques. The source IP
core in source routing determines the route to the destination while a packet first moves in
the X direction and then in the Y direction before reaching towards the destination. On the
other hand, an alternative path between nodes is used when local channel or original routing
path becomes congested. In this case, channel load (traffic) is evaluated dynamically with
a dynamic load balancing strategy. Negative first (NF) and west first (WF) [78], minimal
adaptive and fully adaptive [64], turnaround turnback [79], odd-even [80], congestion look

ahead [81], etc. are example of common adaptive routing strategies.

2.2.3 Communication Channels

The third and final basic building block of the NoCs is the high speed communication channels.
A set of metallic wires is shaped to a communication channel that acts as a basic means of
packet transmission medium in the NoCs. Each wire is synonymously well known as a net, line
by many designers. Also, the communication channel is meant to a link, an interconnect. A
communication channel that connects other two basic building blocks (router and IP core) via
their I/O ports is classified into two categories: interswitch channel, and local channel. The
interconnection channel shared by two adjacent routers is called as the interswitch channel.
Similarly, the interconnection channel that is shared by a pair of router and its dedicated IP
core is known as the local channel. Figure 2.5 illustrates a channel in an NoC. Typically, a
channel whether interswitch or local is unidirectional or bidirectional (Figure 2.6). In case of
a bidirectional channel, terminal entities (router, IP core) have an opportunity to send and
receive data packets at two different time instants on the channel in either direction. So they
establish a half-duplex mode of communication. That means, the terminal entities use two
simpler mode at non overlapping time instants. For example, the router S; (Figure 2.6a) can

only transmit/receive a packet on its channels at a time. On the unidirectional channels, the
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Figure 2.5: Abstract representation of a communication channel in an NoC.
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Figure 2.6: Bidirectional and unidirectional channel wires from the output ports of a router S;.

terminal entities have an opportunity to send and receive data packets at the same time on the
direction of the channels. In this case the entities use a full-dupler mode of communication
which is implemented by two separate simplex modes on the channels. A simplex mode of
communication is established when the terminal entities on a channel send and receive packets
unidirectionally [82|. For example, the router S; (Figure 2.6b) can transmit/receive packets

simultaneously on its output/input channels, respectively.

Definition 2.3. The number of n wires which are shaped in a channel defines the bitwidth or
width n of the channel.

As mentioned, each channel consists of multiple uniform wires throughout the network
and is characterized by its width. The packet flits defined earlier are considered at this channel
level. Each flit in most cases corresponds to a phit and is taken as the minimum packet data

to be transmitted on a channel. The flit in this case matches with the n of the channel.
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But the case is invalidated on the highly serialized channels where the flit is composed of
multiple phits. Implementation of channels is done synchronously or asynchronously between
source and target nodes. In the former case, a synchronization protocol is implemented on
the dedicated channel wires or other approaches, such as FIFOs are brought into play [83]. In
the latter case, a globally asynchronous local synchronous (GALS) scheme is the option where
a local handshake protocol is used [10]. Anyhow, the channels ultimately define the network
performance (throughput, latency) and power consumption. Designers are therefore supposed

to support high bandwidth, reliable, and low power communication channels in NoCs.

2.3 NoC Topology

An NoC architecture as the on-chip communication network is partitioned into three basic
building blocks which are the processing elements commonly known as IP cores, data
forwarding routers, and data transmission medium known as on-chip communication channels
or links. These components are interconnected in various ways resulting in a topology. The
topology plays a major role in the performance evaluation and design cost determination
for an NoC. Therefore, selecting an NoC topology is an important task of NoC design that
could optimize these factors in addition to dealing with many physical characteristics, such
as the length of channel wires, degree of a node, and routing schemes. Designers prefer an
NoC topology as an interconnection network that has smaller diameter, smaller node degree,
lower average distance between source and destination nodes, more number of communication

channels, and so on [64].

Definition 2.4. An NoC topology defines a physical organization of interconnected basic

components that would construct a network infrastructure, e.g., mesh, torus, octagon.

Definition 2.5. The term diameter in an NoC topology is the number of hops that returns

the maximum shorted distance between two nodes.

Definition 2.6. The average of distances of possible node pairs in an NoC topology defines

an average distance on the NoC.

Definition 2.7. The degree of a node in an NoC topology is defined as the number of neighbor

nodes connected to the former node.

The performance characteristics of an NoC are often influenced by these parameters. For
example, a larger diameter stands for a packet to travel more hops while it intends to reach
the destination at the farthest. Similarly, a large average distance incurs higher overall latency
while smaller node degree makes designers easy to build a network, i.e., NoC topology |[8].
Designers and researchers have come up with a variety of NoC archetype that is broadly

classified into two networks: regular and irregular NoCs. The regular category is further
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subdivided into direct and indirect classes. Note that each type of NoC interconnection has

its own pros and cons.

2.3.1 Regular Topology

In a regular NoC interconnection network, the basic communicating elements (IP core, router,
and channel) have a regular architectural configurations. For instance, all routers in a regular
topology are identical in terms of the number of I/O ports to neighbor routers and the local
IP cores. On every regular topology, there is a predefined pattern that defines the way
how communication channels from a router are interconnected with another router and/or
IP cores. Regular NoC topologies are usually the typical choice for high-performance chip
multiprocessors (CMPs). Many reasons, such as better scalability with network size, topology
re-usability whenever needed, and reduced design time include the fact. Regular NoCs are

sub-classified into direct and indirect networks.
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Figure 2.7: High level view of NoCs with direct topologies.
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2.3.1.1 Direct Topology

In the direct topologies, each node has direct connections via channels to a fixed number of
neighbor nodes. The direct topology provides the advantage that the total communication
bandwidth increases in the network while the number of nodes increases. However, the
connectivity for the large direct network that results in high performance, takes higher
energy and area costs. Correspondingly, a tradeoff between the connectivity and cost on
the design of a direct network is established. Thus, a fully connected direct network where
every node is connected point-to-point (P2P)(Figure 2.7a) to all other nodes in the network,
is completely prohibitive. Therefore, most direct networks practiced in general include mesh
(Figure 2.7b), ring [84], torus (Figure 2.7c) and folded torus [85], octagon (Figure 2.7d) [86,87],
spidergon [88,89], etc. topologies.

Most direct topologies are implemented on the orthogonal arrangement of the NoC basic
components, i.e., nodes can be interconnected on a §-dimensional orthogonal space in the
manner that every channel whether local or interswitch shows a displacement in a single
direction from a router to another router or IP core or vice versa. Conventionally, § = 2
is used for an NoC topology. A message in one/multiple packets exchanged between nodes
distributed in the -dimensional space is done using a routing scheme that moves the packets

in one direction at a time. A routing in a direct network is fairly simple to implement.

As seen in the literature, a mesh with § = 2, i.e., a 2D mesh network is the most
commonly used NoC architecture among the direct topologies. The network is also the
common preference in commercial and industrial NoC products, e.g., Tilera multicore tiled
processor family [90], Intel 80-core Polaris chip [49]. Figure 2.7b shows a 4 x4 mesh NoC. A 2D
mesh-based NoC architecture is called chip-level integration of communicating heterogeneous
elements (CLICHE) [73]. Every router is connected to the single processor or IP core via
the local channel. Furthermore, every internal router is connected to four neighbor routers
in four directions- north, east, south, and west via interswitch channels while border and
corner routers are similarly connected to three and two neighbor routers, respectively. The
area of a mesh network linearly grows during its design with the number of nodes increases.
Additionally, a 2D mesh shows scalability limitations after the certain size. Therefore, the
current trend of using a mesh-based interconnection network is expected to change in the near
future. Alternatively, the topologies may be the concentrated mesh (C-Mesh) [91] designed
on the modifications or optimizations of 2D meshes, the WK-recursive network [92] designed

on the basis of radically different connectivity patterns.

2.3.1.2 Indirect Topology

The indirect topologies known as multistage networks are the regular NoCs where identical

routers are organized in stages. It means, routers in an indirect topology may or may not
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be connected to IP cores. The routers connected to IP cores are called external routers
while others that do not have any IP core are called internal routers. The IP cores access
the network indirectly via the local channels shared with their base routers. Each external
router may be connected with one or more IP cores and the corresponding nodes act as the
source/destination of packets and information processing centers. On the other hand, internal
routers can only use to receive and forward the packets through the network. A simplest
indirect topology is crossbar where two neighbor IP cores are separated by a single router.
One can realize other multistage indirect topologies on just cascading together these small
crossbars [17]. Several well known indirect topologies are fat tree [93], butterfly, butterfly fat
tree (BFT) [11], extended BFT interconnection (EBFTI) [94], flattened BFT (FBFT) [95],
and mesh-of-tree (MoT) [96] networks.

2.3.2 Irregular Topology

The regular NoCs are most suited for general purpose designs. However, there may be
a specific application that needs a customized NoC for the communication load or set of
applications identified at the design time [97]. In these cases, a mixture of direct and indirect
networks with a shared bus is designed. The newly designed topology results in an irregular
or ad hoc topology. Shared buses provide low bandwidth while a distance between the source
and target nodes in direct/indirect topologies increases with their size. One goal of this new
topology is then to increase bandwidth availability as compared to a shared bus. Another goal
is the reduction of the distance between nodes as compared to regular networks. Routers in
the irregular topologies may show different connection patterns depending on the application
specification. Additionally, unnecessary routers and channels are removed during designing
an irregular network, for example, reduced mesh. Other noted irregular topologies include
Clos, Benes, cluster-based hybrid network [17,98|.

Although, regular NoCs are widely and always the first commonplace of selection than
an irregular NoC to meet the performance requirements and minimum design cost in most
modern CMPs and MPSoCs, there are other factors that may break the regularity assumption
at runtime. Two main dominant factors are power management events, and faults that include
both permanent and transient faults. Therefore, an NoC must be designed in such a way that
the architecture is capable of preserving certain performance and the correct operation in

presence of the above runtime events [18].

2.4 Fault Modeling

This section first searches the sources of different faults that arise in VLSI components and
corresponding fault models. Next, the types of testing followed by basic conventional test

techniques are discussed.
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Definition 2.8. A fault is a representation of a defect that reflects a physical condition and
causes a circuit to fail to perform its normal operation in the desired manner. Alternatively,
a fault is a logic level abstraction of a physical defect that is used to describe the change in the

logic function of a device caused by the defect.

2.4.1 Sources of Faults

A fault, in general, is described by its value, nature, extent, and duration. These
parameters classify the faults into two broad sets: logical or nonlogical faults. Traditional
manufacturing/permanent faults, such as stuck-at, short, and open belong to the logical
category. Non-logical faults include rest of the faults and commonly known as transient

faults, such as crosstalk, timing (delay) faults, and synchronization failures [8,99,100].

2.4.1.1 Permanent Faults

Permanent faults, as the term suggests, are the logical faults that remain in the system
permanently until repaired. Since the permanent faults are unrecoverable, they are also
known as hard faults [101]. These faults originate from an incorrect manufacturing
mechanism, a wear effect, or permanent rupture in a circuit. Consequently, they make
the physical changes in the circuit/system behavior. However, this behavior remains
unchanged with time. Increasing wiring density with shrinking feature size of a die causes
to many permanent faults in input/output interconnects and logic blocks. On the other
hand, electromagnetic interference (EMI) often appears in long-interconnects of customized,
irregular NoC topologies. Electromigration is another cause of permanents faults. For
instance, electromigration highly affects the aluminum interconnect-based ICs. Whereas,
the same ICs with copper interconnects rarely fail due to this effect [8]. Various functional

and structural test approaches are used to address these permanent faults.

2.4.1.2 Transient Faults

Transient faults also known as soft faults oppositely are the nonrecurring faults and occur
during the system run time. So, these faults that can be observed for a finite moment, are
commonly termed as temporary faults [26]. Transient faults primarily affect the interconnects
for various reasons, such as an external perturbation that includes radiation and fluctuation
in power supply, scaling of supply voltages, and faster clock rates. These are treated as the
external disturbances from the fault site and generally appear intermittently. Many fault-
tolerant schemes [46,48,102] are employed to handle transient faults.

Designers and researchers assume another class of faults called as aging faults which arise
due to aging effects. An aging effect causes typical switching frequency degradation, transistor

parameter degradation, sufficient energy gain by carriers, etc. The faults, such as hot carrier
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injection (HCI), negative bias temperature instability (NBTI) due to an aging effect in the
circuits, devices fail to maintain performance level [8]. In present days’ digital design, these

faults consequently become a significant reliability concern.

Definition 2.9. A fault model is an abstraction of real defects in a circuit or system such
that (a) faults in the model are easy to represent, and (b) it should ensure on verification that

no fault exists in the circuit, quality of test solution is maintained.

2.4.2 Basic Fault Models

The faults in system designs produce defective parts, breaks in signal wires, short-circuit
between signal wires, wires unintentionally connected to the power supply or ground.
Subsequently, behaviors of these faults are characterized into fault models [100]. Generally,
a good fault model should satisfy two criteria: it should (1) accurately reflect behaviors of
a fault, and (2) be computationally efficient in terms of fault simulation and test pattern
generation [103]. At the physical level, an enormous number of different faults could be
present and it is quite complex to analyze them at that level. Analysis can be made simple
if similar faults are categorized. Thus, physical level faults in a circuit are grouped together
with regard to their logical faulty effect on the functionality of the circuit and presented with
efficient fault models (99, 104]. Here, we go through a wide range of fault models that are

designed for stuck-at, open, short, crosstalk, and delay faults.

Stuck-at-0 Stuck-at-1
X e
b d
Cc
(a) An SSA circuit where wire d is tied to logic-0 (d/0). (b) An SSA circuit where wire d is tied to logic-1 (d/1).

Figure 2.8: An example of the SSA fault model.

2.4.2.1 Stuck-at Fault Model

A stuck-at fault is a hard fault and most fundamental to digital testing. A stuck-at fault affects
different components of a circuit. The components may be a state of signals (represented by
logic 0/1) on lines (nets) including primary inputs and outputs (I/Os), internal gate, flip-
flop I/Os, fanout branches, fanout stems (sources). A correct value on a faulty signal line is
modified by a stuck-at fault and results in a constant (stuck) logic value, either a logic-0 or a
logic-1. Former fault is commonly known as the stuck-at-0 (SA0) fault while stuck-at-1 (SA1)
fault is labeled to the later fault. If it is assumed that only one net in a circuit can have a

fault at a time, it is called single stuck-at (SSA) fault model. Without this assumption, it is
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called multiple stuck-at (MSA) fault model, otherwise [105]. The SSA fault model is one of
the popular fault models and eases the test set generation for a system. Many efficient SSA
fault models are discussed in [106-108|. Figure 2.8 for example, represents a simple stuck-at
fault model. Therefore, one must apply logic-1 and logic-0 in the primary input wires of the
circuits shown in Figures 2.8a and 2.8b, respectively to see whether the wire d suffers from
an SAQO and SA1 fault. A single stuck-at fault model is characterized by three assumptions.
First, only one wire is faulty at a time. Second, the faulty wire is permanently set to either
0 or 1. Finally, the branches of a fanout wire are independent with respect to locations and
effect of a stuck-at fault [99]. Beside the wires, various parts of logic blocks, such as FIFOs,
arbiters, RLBs, MUXes, and intra-wires can be affected by the stuck-at faults.
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Figure 2.9: Transistor level fault model for open defects.

2.4.2.2 Open Fault Model

An open fault is another hard fault that breaks a signal wire in a circuit into two or more
segments. Therefore, wire segments of the terminal components associated vertically or
horizontally make them always disconnected. The component terminals, in this case, may
not be in contact with the rest of the circuit. Even at the location of the fault, they create
a high resistance in the circuit. Breaks may occur on the wires between gates, input wires
to gates, or on internal wires in a gate. It is believed that open faults at first are modeled
at the transistor level fault by Wadsack [109] in order to know the structure of the circuit.
Later these basic transistor level fault model is reconfigured as per the requirement by many
works [110-115] to detect an open defect in the system. Figure 2.9 represents a fault model
for open defects. The wire with a cut/ break at the location f is regarded as the open fault
floating side wire segment. At the logic level when the faulty wire interconnects the gates,
open faults then tend to behave like stuck-at faults. Subsequently, open faults in circuits may
be detected by the test sets used for stuck-at faults in these circuits. For the reason, an open

is often referred as the stuck-open fault.

29



Ag Ap

Source Destination

T

(b) Input to Input (I/I) Short.

T

Bg Bp

(a) Basic short fault representation.

(¢) Input to Output (I/O) Short. (d) Output to Output (O/O) Short.

Figure 2.10: An example of the basic short fault model and its variations.

2.4.2.3 Short Fault Model

A short fault is the next hard fault that makes an unintended connection between two or more
elements. These elements may be a group of signal wires, transistor terminals or connections
between transistors and gates. When a short fault is experienced between two wires, then
the fault is commonly known as bridge fault. Figure 2.10a represents a short fault between
two wires. A short fault at the gate level may be classified into three classes: input to input
(I/I), input to output (I/O), and output to output (O/O) short, based on the input and
output wires of a gate. These three classes of shorts are shown in Figure 2.10b, Figure 2.10c,
and Figure 2.10d, respectively. The logic value of a shorted wire is modeled as 1-dominant
known as OR-bridging or 0-dominant known as AND-bridging [116]. In other words, the
shorted wires in those dominant states are supposed to form OR and AND logic operations,

respectively. Some well known short fault models have been discussed in [116-119].

2.4.2.4 Crosstalk Fault Model

Use of deep submicron (DSM) technology and high range clock frequencies, increasing
cross-coupling capacitance and mutual inductance disproportionately cause signal integrity
problems in the interconnects. Such problems leading to severe crosstalk have an adverse
effect on the proper functioning of the system and consequently rivet significant impact
on its performance. Several factors, such as clock speed, interconnect length, impedance
matching, etc. contribute to the degree of crosstalk and are included during the design phase
in order to avoid the faults. Besides, various technology-related factors, such as increased wire
thickness, shrinking of space between wires, increased number of metal layers, the density of

amalgamation, etc. may cause the increase in crosstalk errors. The first crosstalk fault model
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is proposed by the Cuveillo [120] and named as the maximum aggressor fault (MAF) model.
The model is discussed in detail later in this chapter. Generally, a crosstalk error is classified

into six types: positive/ negative glitches, rising/falling delays, and rising/falling speed-ups.

2.4.2.5 Delay Fault Model

A delay fault is related to the timing specifications of a circuit and is considered as a soft error
that causes an extra delay in the circuit. For example, finite rise/fall of signals in gates and /or
transmission delay on wires between gates may result in a delay fault. Minor timing problems
in a circuit may not affect its functionality at all. However, longer delays cause major timing
problems in gates of the circuit resulting in failing to match its timing specification. In this
case, one should prudently assess a circuit’s timing if the functionality of the circuit from a
delay fault needs to be prevented [121]. A delay fault is modeled in terms of gate delay and
path delay faults [1,105]. By the name, former type suggests the fault within a certain gate
while the later type considers the fault on a path between gates in a circuit. A circuit or
system may consist of a huge number of gates that in turn results in a large set of paths. As a
remedy, one way is to consider the reduced number of paths and the selected paths are called

critical paths.
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Figure 2.11: Basic Testing Approach of a VLSI Circuit.

2.4.3 Types of Testing

Continuous reduction of the feature size of chips on a die has led to both permanent and
transient faults in the systems. At the same time, the necessity of testing of these faults
on the systems become essential to verify their correctness as well as to ensure other issues
like performance, quality of service, etc. Testing is typically defined as the application of a
set of test stimuli (patterns) to the inputs of a circuit under test (CUT) and analyzes the
output responses [105]. Figure 2.11 illustrates the basic test mechanism for a circuit. If the
CUT produces correct output responses for all input patterns, it is considered to be fault-free.
Otherwise, a fault is considered to be present at any component (gate, wire) in the CUT. Two

classes of test solutions are normally followed: functional testing and structural testing.
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2.4.3.1 Functional Testing

The basic idea of functional testing or specification-oriented testing on a circuit considers the
test of every entry in the truth table of combinational logic blocks of the circuit and determines
whether every block produces the correct response. As a comprehensive test solution, the
functional testing addresses the issue that the CUT behaves as it should be. For the reason,
this testing needs to generate and apply all possible test patterns on a circuit. Consequently,
at-speed functional testing on the CUT using an automatic test equipment (ATE) becomes
far more expensive than its (circuit) overall design [5]. Despite its large test, extremely high
testing time, and low fault coverage, many designers and test engineers in practice, consider
functional testing on the circuits to be applied as thoroughly as possible in a system-like
mode of operation. Functional testing is carried out in two varied ways using: functional test
vectors (FTVs) and hardware redundancies (HRs) [122|. In the first method of conducting
the functional testing, functional patterns are applied to the CUT and the output responses
are compared with golden (expected) outputs. As a matter of fact, the operation requires an
ATE to generate and supply the functional patterns. In addition, the quality of test in terms
of fault coverage can be predicted by this technique while a set of patterns is exercised on
the CUT. For the reason, the size of the functional test set is less for a CUT in non-critical
systems as compared to the CUT in critical systems. The second method of conducting the
functional testing is to employ an additional hardware component and compare the outputs
of a CUT and this redundant module during testing. An advantage of this approach is that

there is no ATE related cost. But, a specific cost incurred by this redundant module is added.

2.4.3.2 Structural Testing

More practical and economical approach to test a circuit is to select a good and recognized
solution that uses structural knowledge of the circuit and is, however, able to reduce test
complexity to a great extent. This method is well known as the structural testing or
defect-oriented testing |105]. Structural testing is introduced by Eldred [123| and verifies
correctnesses of the specific structure of a circuit in terms of gates and interconnects. In other
words, structural testing depends on the specific structure of the circuit involving gate types,
interconnects, fault models etc. rather than checking a functionality of an entire circuit. The
structural testing takes place in many folds unlike the functional testing. Yet it improves the
test efficiency in terms of the test time and the quality of test. Because, this test technique is
conducted for a specific fault that requires a finite set of test patterns. Therefore, a structural
testing on a circuit cannot guarantee detection of all permanent faults at a time. A structural
test can be classified into two groups: static and at-speed structural testing [124]. The static
structural testing addresses only the static faults like permanent faults while the transient

faults are addressed by an at-speed structural testing.
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2.5 Testing of NoC Faults

The faults whether permanent, transient, or aging may appear at any time in the system.
However, a majority of the faults as observed are introduced during the manufacturing process
of the system. Hence, focus on the testing of faults related to manufacturing, production is
of high importance than transient and aging faults [100]. Testing of faults are basically done
in two phases: fault detection and fault diagnosis. Detection of a permanent fault in a chip
component is carried out by generating multiple test sets followed by applying each test set to
a target fault model. In other words, one can define the fault detection as the phenomena in a
circuit when an output value is different from the good/ expected value. After the detection of
a fault in a component, one must extend this current method to identify the specific location
of the fault in the component. This location finding is done by the diagnosis procedure. For
example, NoC channels must be diagnosed to search for a channel wire affected by a fault.
In addition to locating the place of the specific fault, the diagnosis mechanism categorizes
the identified fault as permanent/transient. The diagnosis is therefore absolutely essential for
proper countermeasures, such as a variety of redundancy techniques, replacement techniques

to be taken for reliability and yield improvement issues [121].

In spite of the fact as mentioned above, post-manufacturing assessment of the compo-
nents in SoCs, NoCs, or any other systems for permanent faults only, does not suffice for
full detection and diagnosis of all sources of faults. This is because of the fact that many
transient faults may not be noticed directly after manufacturing of the product. For instance,
a possible defect free NoC channel may experience transient faults in the course of lifespan of
the chip [34,125]. Even after conducting several manufacturing tests, these transient faults
act as some latent faults and emerge at a later moment under certain physical or thermal
conditions on the execution of several operating cycles. Therefore, detection and diagnosis
of transient faults like permanent faults in on-chip architectures are similarly indispensable.
Both spatial and temporal redundancy is used as the tools that greatly help for analyzing all
fault models [47]. In general, spatial redundancy is appropriately used for dealing with the
permanent faults while tackling of transient and other intermittent faults, and information

redundancy is accomplished by the temporal redundancy.

2.5.1 Types of Test Modes

As seen in the literature, two classes of test methods are practiced for the test of the basic
architectural components of NoCs, i.e., IP cores, routers, and high speed communication
channels. The first method is the functional testing which applies the test on the NoCs
in the normal operation mode. Sometimes additional test structures complying with NoCs’

functional modes are employed for the test. The second method is the structural testing
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which is practiced for specific faults in the NoC components. Both these test approaches are

executed either in the off-line or in the on-line mode to the NoC structures.

2.5.1.1 Off-Line Testing

The off-line testing assesses the faults present in NoC components while it is not in use, e.g.,
the NoC is still on the wafer, the NoC has been packaged but not currently in a system. In
the lifespan of the NoC, in design (pre-manufacturing) and on design (post-manufacturing)
phases, the NoC architecture undergoes the off-line testing. Therefore, whole NoC is put in
the test mode in which no application packets can be communicated. Typical ATE-based
test solutions, such as scan chain, partial scan chain, boundary scan [1,24]| are used to detect
faults in NoC components. In the post-manufacturing of the NoC, if the NoC is in use
in a system, then the ATE-based techniques as in-filed test methods simply stop the on-
going application and then bring the whole NoC in the test mode for detection of possible
failures [44]. However, this is impermissible for the mission-critical NoC-based systems, such
as navigating system of an aircraft, nuclear reactor safety system where current applications
must not be interrupted [126]. Additionally, it is difficult to implement the at-speed ATE-
based testing since the operational speed of the NoCs are very high and adds high test cost
for the setup.

2.5.1.2 On-Line Testing

The detection and diagnosis operations of a test technique are traditionally used in systems
to protect their communication elements from the effects of possible failures lodged by
permanent as well as transient faults. These faults appear at any moment in the system
including the NoC. As the off-line testing is prohibited, it is desirable that the mission-
critical on-chip systems should possess some form of self-checking mechanism as the alternate
solution. The self-checking property makes possible on-line testing of the faults to the systems
without the need of external test sets for the faults. The well known built-in-self-test (BIST)
mechanisms [1,24| are realized in the on-line testing of NoC components. In contrast to the
off-line testing, BIST-based on-line testing reduces the need of an external ATE, thus enables
the at-speed test execution with the NoCs, and permits the test execution whenever the
NoCs are powered ON. A typical BIST test architecture or logic BIST controller consists of
a pair of test pattern generator (TPG) and test or output response analyzer (TRA or ORA).
Figure 2.12 shows a BIST architecture for an NoC under test (NoCUT). Although, the online
testing eliminates the demand of the ATE, but needs TPG and TRA blocks that add hardware
cost of implementing such mechanism. Therefore, designers must carefully counterbalance the
area overhead of these blocks over an ATE during the on-line test implementation on the on-
chip data communication infrastructures. Next to the hardware area overhead, designers and

test researchers should consider the energy dissipation during the test of NoCs when they are
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Figure 2.12: Basic built-in-self-test scheme for an NoC under test.

in the application. Unacceptably high area overhead and energy dissipation can adversely
affect the NoC performance against the potential benefits of the NoC. The on-line testing
is implemented in two ways. In the first approach, the NoC is allowed either to continue
its normal operation for handling its usual duty or to stop the current application followed
by turning the NoC into the test mode. Therefore, according to this approach, a binary
decision is made on the NoC. As the disadvantage, unaccepted energy dissipation may be
incurred since the whole NoC infrastructure is just under close scrutiny. In contrast to the
first approach, the second approach allow both operational and testing modes together at the
same time. It means the NoC is tested concurrently with handling its usual functions. In this
case, a part of the NoC is put in the test mode while the rest part of the NoC is allowed an
application. When application packets enter into the test zone, they either must wait in the
border routers in the zone till it is switched to the operational mode or bypass this test zone
and divert to another route by a suitable adaptive routing strategy [81,127]. Abstractly, the
on-line testing is preferred to the off-line testing to prevent the NoC architectures from the
performance degeneration, e.g., latency [121] since the test time overhead in the former test
technique is much low. Furthermore, the on-line structural testing is considered as an optimal
test solution in the NoCs due to their critical responsibilities, predominant potential benefits,

and special features over SoCs [122].

2.5.2 Test of NoC Building Blocks

Testing of the NoCs is classified into three parts on the basis of three basic building elements.
Testing of the first part is related to the IP cores while so for the second and third parts
are routers, and communication channels, respectively. Test approaches for these blocks are
based on the functional or structural level. A functional-based approach is considered to
reduce the NoC redesign costs while a structural approach is usually preferred for reducing

the test application time, system performance degradation, and improve fault coverage.
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2.5.2.1 Testing of IP Cores

Testing of IP cores in NoC-based systems, i.e., SoCs is very challenging because of their large
scale integration into system design. Also, the detailed knowledge about how individual IP
core is implemented in the system is unavailable. In parallel, it is difficult to access the IP
cores embedded deep inside the chip. In SoC paradigms, the challenge is resolved by having
a dedicated test access mechanism (TAM) [100] for the chip.

2.5.2.1.1 Test Access Mechanism

The TAM is a basic way of testing IP cores in NoCs and SoCs, that communicates test 1/O
data (test stimuli and test responses). It connects test sources that supply the test stimuli
with an IP core under test (IP-CUT) and the IP-CUT to the test sinks where test responses
are verified. Both test sources and sinks are implemented off-chip using an external ATE or
on-chip via a BIST module. For small systems, an off-chip TAM is implemented whereas
the test of IP cores in large systems prefers the on-chip implementation. One can also use a
combination of both off-chip and on-chip modes when the combination of deterministic and
pseudo-random test stimuli is exercised on the IP-CUT. In this case, one can use off-chip
test source and on-chip test sink, or vice-versa [24]. Conceptual architecture of the TAM-
based IP-CUT is provided in Figure 2.13. To ease the connection between the TAM and
the IP-CUT, a test wrapper called network interface (NI) is designed. A wrapper may be
simple adapter around an IP core and connects to a TAM [128]. This wrapper should be
implemented in such a way that it possesses some type of bypass mode. The reason is that
an IP core requires being isolated from the system when other IP cores are being tested. The
TAM can be dedicated for testing purpose only. However, one can assume it as an existing
structure. The advantage provided on the use of an existing structure as the TAM is that it

minimizes additional routing of wires.
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Figure 2.13: Conceptual architecture for testing of cores.
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Most successful schemes for designing the TAMs combine the access mechanism and the
heterogeneous IP core architectures. A TAM design consists of two parts that always search
for the best trade-off between the test data transportation capacity of the access mechanism
and its application cost. First, part is dedicated to the transport capacity which is determined
by actual delivery of test data. This transport capacity is limited by the capacity to transport
data by the test source and receive so by the test sink, and the subsystem that can be reused
as the TAM. The second part is responsible for test data transportation that depends on
the length and number of TAM wires termed as the TAM bandwidth. Consequently, this
bandwidth infrastructure determines the test application cost in terms of TAM area overhead,
pin area overhead, and the test time needed for an IP core. In a fully BISTed NoC-based
system, each IP core owns a dedicated source and sink that has minimum TAM requirement.
Whenever needed, these source and sink are added to the IP-CUT. Only a controlling module
that would start and terminate the TAM is required. On the other hand, if existing subsystems

of functional units are reused, then additional TAM cost becomes negligible.

Testing of IP cores basically focuses on speeding up the test development for every core-
based designs as they aim at increasing design efficiency. In the form of dedicated DFT
hardware, a TAM guarantees test access from embedded core to IC pins and vice versa,
alleviating the test expansion task. Further, the mechanism supports several advantages,
such as scalability, structuring, etc. By scalability, it does the trade-off between silicon area
overhead and bandwidth for timely core test execution. On the other hand, by structuring
it serves as a basis for the IEEE P1500 standard [129]. The TAM-based testing of IP cores
is introduced for the first time by Marinissen et al. [130] and named the proposed scheme is
named Testrail. Later different versions of this approach are followed by several researchers
including the works discussed in [30-32,131-134].

2.5.2.2 Testing of Routers

The reuse of an NoC as a TAM has been seen to be a cost-effective strategy for the test
of IP cores embedded in the NoC. The cost-effectiveness is achieved in terms of silicon area
overhead, test pin count, and test time. Simultaneously, one may claim that the network
operations are tested when the NoC transmits test data. However, it is necessary for the
NoC to define a specific test scheme before it is used as a TAM. Every test strategy, as
a matter of fact, assumes that network infrastructures (routers and channels) have already
been tested before being reused by the TAM [24]. It is then essential for the designers that a
router must be tested for its various components. An NoC router consists of combinational
as well as sequential logic blocks that include wide range of elements, such as arbiter, I/O
ports, routing, error control, FIFO (I/0) buffers (as register banks or dedicated static random

access memory (RAM) arrays), multiplexers, and so on. Two classes of test methodologies
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(a) Straight paths. (b) Direction changes. (c) Resource connections.

Figure 2.14: Test configurations in first functional-based router testing.

for the test of NoC routers are basically studied in the literature. The first method is the
functional-based test solutions. The second method is the structural-based test solutions.

Two representatives of the functional test solution are normally selected. The represen-
tatives are direct I/O access to the network [135], and NoC accessed from I/O through IP
cores [136]. Direct I/O access to the network as the first functional-based router test scheme
assumes that router ports at NoC boundary are accessible from I/O pins. Test patterns are
applied at this external 1/O as well local router ports. This approach provides two basic
advantages due to extensive access. First, at-speed testing is made possible. Second, in com-
parison to a scan test scheme, test data volume is greatly reduced. On the contrary, this
functional testing takes very high I1/O pin overhead. Three basic test configurations on the
basis of routing paths are used to define this functional router testing. These configurations
are namely (a) straight paths, (b) direction changes, and (c) resource connections. Figure 2.14
illustrates these configurations. In the straight path configuration (Figure 2.14a), four routing
paths viz. east-west (E-W), west-east (W-E), north-south (N-S), and south-north (S-N) are
exercised. The direction change configuration covers routing paths for routers located on the
central diagonal in an NoC. Figure 2.14b covers north-west (N-W) and south-east (S-E) rout-
ing paths. The resource connection configuration covers the local routing paths. Figure 2.14c
illustrates the covering of north-local (N-L) and local-south (L-S) routing paths in the indi-
cated NoC row. Similarly, other resource configurations, such as local-north (L-N), east-local
(E-L), local-east (L-E), and so on are possible in the remaining NoC rows. In the NoC access
from 1/O through IP cores as the second functional-based router testing, it is assumed that
the ATE access the NoC by means of a core’s I/O pins. Getting test access to the NoC via
core’s 1/O pins is shown in Figure 2.15. As seen, test patterns are applied at the first IP
core and transported in the network. Test responses are collected at the sixth IP core via the
functional 1/0O interfaces. An advantage provided by this functional test approach is that it
does not incur any pin overhead. Additionally, the test of NIs is inherently included.

Several works add specific modes to activate scan chain and BIST modules for structural-
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Figure 2.15: Second functional-based router testing.

based router testing. These approaches are grouped into three representatives of router testing
schemes. These representatives are progressive use of already tested resources [137], partial
scan with NoC test wrapper [12], and BIST for deflective switches [138]. In the progressive
reuse of already tested NoC resources, the ATE access to the NoC is particularly ensured
through a dedicated NI that acts as the unique test source enabling the enhancement of NoC
access and the restriction on I/O overhead. Each router is connected to a dedicated IP core
via the NI. Therefore, test patterns applied by the ATE at the NI are at first exercised for
the router as the first network resource to be tested. Subsequently, the already tested routers
(resources) are used to access the neighbor routers to be tested next. Thus, at each step, at
least one router undergoes the testing. Note that the testing path carrying the test data is
assumed fault-free. This path status has been proven in previous testing steps. Figure 2.16

illustrates the router testing method on the basis of progressive reuse of already test resources.
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(a) Test step 1. (b) Test step 2. (c) Test step 3.

Figure 2.16: Progressive router testing.

In the partial scan with NoC wrapper method, the ATE access to the NoC via dedicated
I/O pins is ensured for serial-in (SI), serial-out (SO), and control operations. The main idea
behind this method is to insert partial scan chains in NoC routers. Since all routers are
considered identical, same test sets are applied to all routers under test. If the routers are
okay, i.e., fault-free, their responses are same with expected outputs. Test paths are created
to broadcast the test sets computed by an automatic test pattern generation (ATPG) tool to
NoC routers and internal comparators are implemented in the test wrappers in order to check

the test responses. Figure 2.17 illustrates partial scan based router testing approach.
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Figure 2.17: Partial scan-based router testing.

In the BISTed deflective router testing scheme, NoC routers echo or deflect the
communication function. It means the data received back to the sender router are simply
echoed by the deflection function. The test data then can be applied from NIs where test
responses can be collected and processed as well in a BIST fashion. This third structural-
based router testing is implemented in two phases as shown in Figure 2.18. In the first test
phase (Figure 2.18a), one router set has tested individual data paths and channels, while
another router set has tested control paths and echo. In the second test phase (Figure 2.18b),
the role of the routers sets is reversed. For instance, first router set now has the control parts

and echo functions for the testing since it had already tested data paths and channels.
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(a) Test phase L. (b) Test phase II.

Figure 2.18: BISTed deflective router testing phases.

The fault models used in the above two methods (functional and structural testing) may
be purely a functional model or a specific building block model. In the literature, the stuck-at
fault is modeled to address the router’s combinational logic. An ATPG tool is used to generate
suitable test pattern set. Since the flow of data packets on the communication channels
by nature is unidirectional, for the FIFO part, each FIFO possesses two-port memories for
modeling its stuck-at faults. One port is labeled as write-only port while the another is labeled
as read-only port. Additionally, transition faults or short faults as the dual-port coupling
faults (DPCFs) are also modeled to test. In this case, FIFO’s functionality is divided into
the memory cell array, FIFO-specific functions, and the fault addressing mechanism [99].
For example, consider a b-bit wide FIFO that has p locations. An ATPG then generates p

test patterns where individual test length has b-bits. On the other hand, if one wishes to
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test for the DPCFs between bits b; and b;;7 # j, four test sets in the following sequences:
0000...., 0101...., 1010...., 1111.... are needed. Each of these patterns can be generalized as
w{ﬂ]f*l (wr)}r [3,139]. Here, w,r stands for write and read operations, respectively. Several

works including [35,140-143] have been discussed in the past to include testing of NoC routers.

2.5.2.3 Testing of Communication Channels

The communication channels are one of the basic parts of an NoC fabric and occupy significant
portion on a chip. This fabric, in turn, is constituted by routers and communication channels.
If the IP cores on the NoC are connected in the point-to-point (P2P) way (Figure 2.7a),
the message passing between the nodes is done directly. In absence of P2P connections,
the communication between IP cores is fully dependent on correct functionalities of the NoC
fabric, i.e., both routers and channels. The correctness of the NoC fabric as the communication
infrastructure is the first and foremost thing to be ensured in order to guarantee NoC'’s correct
operation. Similarly to the test of routers, testing of NoC channels is done either by employing
the functional-based test strategies or by employing the structural-based test strategies. Both
types of test strategies use the fault models termed as the link/channel fault models. The
channel fault models may include different transient and manufacturing faults, such crosstalk,
delay, stuck-at, short faults. Crosstalk and shorts faults in the models are considered in the
same or different channels. Tailoring the test sets for detection and diagnosis of channel
faults, one may wish to integrate the test of channels with the test of routers. But, testing
of the NoC fabric in an integrated manner is a difficult task because routers and channels
necessitate different fault models. For instance, memory fault models as router fault are used
for FIFOs while logic fault models are preferred for faults in router’s logic circuitry. On the
other hand, channel faults models are used for channels which may be entirely different from
the router fault models. Additionally, if the channels are not tested beforehand or do not show
operation correctness, reuse of the NoC resources to transport test data becomes fallacious.
In the literature only a few works [3] have been attempted to integrate the test of routers and
channels in NoCs.

The test of NoC fabrics is generally performed in two ways. In a first way, test strategies
for routers are applied while the testing of channel wires is performed in a second way.
Testing of NoC routers, as well as communication channels, are accomplished with test data
transportation on the NoC itself. Therefore, communication infrastructures available in the
NoC can be essentially utilized for the purpose. Now routers and communication channels
can be considered to be okay up to the certain testing stage and beyond it, these routers
and channels need to be reused to deliver the test set for the test of next set of routers and
channels. As a result, the test of routers and channels in NoCs must be done in phases.
The routing scheme implemented at the routers transports the test data. It is expected that

similar routers and channels are used in the NoC and at the same time same routing policy
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(a) Step i. (b) Step i+1. (d) Step i. (e) Step i+1.

(A) Unicast data transport. (B) Multicast data transport.

Figure 2.19: Unicast and multicast based test schemes for router blocks in a NoC. S: source; D: destination; U: routers

in unicast mode; M: routers in multicast mode.

may be considered in the test mode and normal functioning mode of the NoC. Basic NoC
routers support two types of transportation modes. First one is the unicast mode. This
is commonly used packet transmission mode in the NoC. In this mode, packets received at
an input port of router are decoded and forwarded to one of the output ports. The output
port is selected on the basis of the routing algorithm and the address of the destination node
noted in the packet header. Figure 2.19A represents unicast-based packet transportation.
The second transportation mode is the multicast mode. In this mode, each packet header
contains the address of multiple destinations. Received packets at a router are decoded and
forwarded to multiple output ports on the basis of packet’s header. Figure 2.19B represents
the multicast-based packet transportation. One advantage of this transport mode can be
noted that packets can reach to the destinations in a faster and more efficient manner than
the unicast mode. Generally, the communication channels in NoC architectures undergo the
testing either functionally or structurally. It can be noted that these functional-based and

structural-based test strategies include these two data transmission modes.

2.6 Literature Review: Test of Communication Channels

This section reviews the functional-based and structural-based test strategies to detect and
diagnose faults in the communication channels of NoC architectures. The communication
channels like the routers in an NoC usually have the regular structure. However, poor
observability and controllability are shown by the channels due to high wire density and
deeply embedded positions in on-chip layout [24]. Therefore, efficient use of suitable test
sequences by a test method to ensure its application for the detection and diagnosis of faults
on all channel wires is a great challenge from different perspectives, such as quality of service,
network /system performance, reliability, and yield. To ensure the NoC functions correctly,
its communication channels should be tested first prior to the testing of routers and their
dedicated IP cores.
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2.6.1 Quality of Service

The quality of service (QoS) is often discussed with the overall service of a network. According
to Bjerregaard et al. [10], the term QoS is defined as “a service quantification that is provided
by the network to the demanding core”. In other words, the QoS in NoCs refers to the
predictability of the communication behavior that defines the level of commitment for packet
delivery. Such commitments can be the correctness or completion of on-chip packet transfers.
Correctness is concerned with the integrity (corruption-less) of packets in addition to in-order
delivery of the packets from source to destination. It is ensured by employing a test strategy,
correcting errors, or retransmission of the packets. Completion, on the other hand, is ensured
by the packets which are not dropped or lost in the network when being transmitted from
source to destination. Additionally, it also ensures no deadlock or livelock conditions in the
NoCs. Generally, a flow control mechanism for communicating the packets between source
and destination is employed to ensure no packet loss and freedom from deadlock/livelock
conditions. The QoS requirements have classified NoCs into three basic categories: best effort
(BE), guaranteed service (GS), differentiated service (DS) NoCs. In BE NoCs, correctness
and completion are guaranteed on NoC communication behavior. No other commitments,
such as bounds on network performance can be made. Packet switched NoCs belong to this
category. In GS NoCs, network throughput in addition to correctness and completion is
guaranteed. As a result, the NoCs make a tangible guarantee on the performance. Virtual
circuit switched NoCs are the GS NoCs. In DS NoCs, priority-based communication takes
place. NoC routers employ priority-based scheduling and allocation strategies. Unlike GS
NoCs, such priority-based approaches do not provide strong guarantees rather than enabling

higher resource utilization.

2.6.2 Network Performance

The QoS, in most cases, refers to bounds on network performance and is a quantified
measure of various performance metrics, such as bandwidth, throughput, latency, and power
consumption. Throughput and latency, however, are the most important metrics considered
to be evaluated in on-chip interconnection networks [98].

Bandwidth is defined as the maximum rate at which a message block in terms of packets
is transferred in on-chip networks. This bandwidth is measured in the unit of bits per second
(bps). Usually, the whole packet that consists of the header, payload, and trailer flits is
considered as the channel bandwidth.

Throughput is defined as the maximum traffic accepted by the network. Alternatively,
accepted traffic and throughput sometimes are considered as the fraction of network capacity.
Here, the traffic is an application data, information, or a message delivered in terms of packets.

It is measured in message per clock cycle, message per second. In case of NoCs, each packet
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consists of multiple flits and accepted by IP cores over a specific time period. This time
period may be absolute or relative time, e.g., simulation time used in the network to deliver
the packets. Further, this throughput is normalized by dividing the accepted traffic with
network size and the time duration. One can thus have the throughput unit in NoCs as
flits/cycle/IP.

Latency is defined as the time elapsed between transmission of a message from the
sender and receipt of the message at a destination. This definition is interpreted in different
perspectives. For instance, the latency of a packet in NoCs is the time elapsed from when the
packet header is injected from the source to the receipt of the packet trailer by a target. Note
that a routing path between source and target nodes may consist of the interconnection of
routers and channels alternatively. In that case, the packet transported on the path may wait
at buffers of intermediate routers of the path. So, this waiting or queuing time as transport
latency is added to the packet latency. Latency of a packet is measured in time units, e.g., sec,
us, clock cycle. Latency of individual packet is not so important because applications depend
on the traffic size (data volume), different source-destination pair, and routing algorithm.

Then, each packet may have an unequal latency.

Power consumption is the energy consumed by packets while traveling in networks. Each
packet from source needs to travel a routing path of multiple hops (a hop is single channel
length) before reaching the destination. During its traveling on the channels and forwarded by
intermediate routers, both channel wires and router logic gates toggle which result in energy
dissipation. This energy dissipation is static and dynamic. But, NoC designers are more
concerned with the second category of energy dissipation by packet flits and caused due to
communication process [5]. The dissipated energy is normally measured in uJ/ flit. One can
measure the power consumed by a packet simply by dividing its dissipated energy with the

latency.

2.6.3 Reliability and Yield Improvement Issues

In the current scenario, it has been found that the NoCs have moved over time from the
computation-centric to communication-centric designs for the ease of their implementation
as the scalable communication architectures [10] and to meet the increasing demand of
high-performance computation and communication for many applications in the multicore
systems. However, high wire density has increased the number of various transient and
manufacturing faults in the communication channels. Therefore, these faults must be tackled
prior to forwarding of any data on the channels as they are often susceptible to these faults.
Subsequently, the basic need for reliable communication as well as yield in an NoC system
becomes major concerns despite the fact that IP cores and routers are protected from faults

in the system. The reliability and yield issues due to channel faults are primarily addressed
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by following four practices: replacement policy, recovery scheme, fault-tolerant routing, and

test mechanism.

2.6.3.1 Replacement Policy

By the first intuitive approach, the designers replace the faulty wires on the immediate
identification of the wires in a channel while these wires are affected by manufacturing
faults. The replacement of a faulty wire takes place by a spare non-faulty wire. As many as
channel wires are identified as faulty, the same number of additional non-faulty wires must be
embedded in the on-chip architecture [144,145|. Although this replacement policy maintains
the manageable network performance it becomes costlier as well as adds high silicon area

overhead. The approach as anticipated cannot be a choice for the circuit designer.

2.6.3.2 Recovery Scheme

Manufacturing faults on channel wires are permanent and are not recoverable. On the other
hand, if the channel wires are detected as faulty and affected by a transient fault, then any of
the error control schemes discussed in [27,146-149] can be used as the error recovery method
that corrects the erroneous received packets due to a transient fault in control and data
paths. These schemes normally use existing automatic repeat request (ARQ), forward error
control (FEC), and hybrid ARQ/FEC techniques [26,150] which are in general used during
data communication in the traditional computer network system. Note that the selection
of replacement and recovery strategies leads to the objective of “not to allow any fault” in

channels.

2.6.3.3 Fault Tolerant Routing

Since the replacement schemes incur hardware area overhead and additional manufacturing
cost for an NoC architecture, while the recovery schemes are able to correct only the soft
errors, the most intuitive approach to tackle both permanent and transient faults in channels
is to employ a fault-tolerant routing algorithm [43,48,151-154]. The adaptive feature of the
routing algorithms provides the potential in order to route application packets on the non-
faulty channels by avoiding the faulty channels or transport the packets on the faulty channels
by their partial utilization (non-faulty part). A fault-tolerant routing then deals with a faulty
channel so that the network may still be operational. Either of these packet transmissions
achieves the fault-tolerance. However, prior knowledge about the health status of a channel
in a routing path must be available to an adaptive fault-tolerant routing method. Note that
unlike the replacement/recovery scheme, the fault tolerant approach “allows to accommodate

faults” in the communication channels of the NoC architectures.

45



2.6.3.4 Test Strategy

The next and perhaps final approach to enhance reliability and improve the yield of an
NoC infrastructure is a test strategy that has the capability in detecting channel faults
and identifying faulty channel-wires in the NoC [33,38,155|. Various test mechanisms for
transient and manufacturing faults in channels are discussed immediately after this subsection,
i.e., in Subsections 2.6.4 and 2.6.5, respectively. The diagnostic information from the test
mechanism can be reused by a fault tolerant routing that may reconfigure routing path for
the better utilization of fault-tolerant resources |28] and keeping the system operational. It
can be remembered that the sequence of testing NoC basic components matters and must be
prioritized in the testing cycle. Consequently, testing communication channels in the priority
sequence must be done before the routers in the NoCs because, as it is seen in the literature,
already tested network resources are reused in the testing of the next set of routers. Similarly,
reuse of the NoC infrastructures as the TAM has been followed in testing NoC’s processing
elements, i.e., IP cores. In both cases, communication channels carry both test data as well
as test responses. In such circumstances, communication channels are a fundamental element
for transferring testing data in NoCs. So, we must make ensure that communication channel
wires show proper functionality before using them as the test instruments in testing routers
and IP cores. As we will see, most of the works have considered interconnect (channel)
faults in interswitch channels only. Furthermore, many contributions have shown interests
to these faults affecting the data wires of the channels. It has been also seen that some
works [3,6] try to integrate the test of communication channels with the test of routers in an
NoC. In the subsequent subsections, we go through the state-of-the-art on testing channels for
both transient and manufacturing faults. The fault models practiced in both classes include

crosstalk, stuck-at, open, and short faults.

2.6.4 Testing of Transient Faults in Channels

The signal integrity and related issues usually lead to transient faults, such as crosstalk faults
in NoC channels. The test mechanism involved in the detection of transient faults in the
channels should distinguish these faults from the manufacturing faults. In this subsection,
different methods for testing of transient faults are focused.

Cuviello et al. [120] have first introduced the crosstalk fault model for the DSM SoC
interconnects (channels). The model is named as maximal aggressor fault (MAF). The effect
of a crosstalk fault is realized in terms of three errors namely, delay, glitch, and speedup
(oscillation) at either positive/negative or rising/falling state. Figure 2.20 illustrates the
MAF model for the crosstalk effects. In this model, a fault is assumed to affect only one wire
at a time. This wire is termed as victim (V') wire. The remaining wires are designated as

aggressor (A) wires that collectively act to generate an error condition on the V' wire. For a
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Figure 2.20: The maximal aggressor fault model for different states of a crosstalk fault. A and V represent a aggressor

and victim wire, respectively.

channel (also called bus) of W wires, it is observed that different combinations of aggressors

have enumerated W2W—1

as the total number of possible crosstalk faults. The fault size is
prohibitively high from a test-coverage point of view. The MAF model on consideration of
the worst case coupling impedance combinations among A wires has reduced the fault size. In
this case, transitions on all W — 1 aggressors in a channel are assumed in the same direction
as a fault. As a result, the fault size is reduced to 6W faults on the W-line wide channel that

requires same number (61) of two-pattern tests.

The MAF model stands as an abstract representation of the set of all transient defects
that can lead to one of the six crosstalk errors: positive/negative glitch, rising/falling delay,
and rising/falling speedup by the aggressors on the victim. This model is later adopted by
several researchers [3,29, 139, 156-159] in order to consider channel’s crosstalk effects. For
example, Grecu et al. [3,139] have proposed a test set reduction scheme to account crosstalk
faults in interswitch channels in addition to the test of routers of an NoC-based system. In
this scheme, two consecutive test patterns are applied on the aggressor wires of a channel
that provoke the signal transitions for the clear observation of the fault effect to appear on
the victim. These two test patterns are combined such that the whole test set is reduced to
only eight test patterns. As shown in Figure 2.21, the stimuli pairs sensitize each crosstalk
error in the MAF model.
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Figure 2.21: Optimize test sequence for the MAF model.

Beside the cross-coupling capacitance and impedance speculation, on-chip channels are
often vulnerable to transient faults due to miscellaneous temporary conditions, such as process
variations, external radiation, spurious voltage spikes, reduced noise margins, connectivity
issues or service unavailability between nodes [160]. Because of the temporary behavior, the
transient faults are generally managed by several error control coding (ECC) schemes, such as
automatic repeat request (ARQ) transmission and forward error correction (FEC), and hybrid
ARQ/FEC which are discussed time to time in [27,53,149,161,162]. For example, Pande et
al. [53] have proposed a crosstalk avoiding double error correction code (CADEC) scheme to
enhance system reliability. The scheme incorporates two types of coding techniques in the
NoC data stream. One is crosstalk avoidance coding. Another is forward error correction
coding. Qiaoyan et al. [149| have proposed a co-management method for transient errors in a
channel. In order to manage variable transient errors, the reconfigurable error control coding

is used.

2.6.5 Testing of Manufacturing Faults in Channels

It is impossible to anticipate the signal integrity problems in advance that cause transient
faults in channels. Further, these are temporary faults which can be recovered by many
error recovery schemes as mentioned earlier. Design errors, design rule violations, and wrong
manufacturing process on the contrary encompass to three basic faults: stuck-at, short, and
open in the channels which are commonly known as manufacturing defects. These faults
remain active in channels. Also some of these faults may affect other parts of the NoCs, such

as router components. The faults exist in channels and other parts in long-term basis until
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the faulty components are separated from the NoC system. For the reason, these faults are
referred to as permanent faults. Additionally, these faults may significantly aggravate the
cross-coupling effects. Hence, the need to test for permanent defects leading to a transient
fault is mandatory because permanent faults act as the agents to various system-level failures.
For example, stuck-at faults bring the network into packet corruption, packet misrouting, and
packet dropping (loss) failure modes. Similarly, short faults are the agent to packet duplication
(overloading) in addition to packet misrouting and packet dropping, while the open faults have
shown to be the agent to partial and full packet loss. Therefore, permanent faults in channels
are crucial for the NoC performance in terms of performance characteristics: throughput,
latency and power minimization, quality of services (QoS), fault tolerance policies, and traffic
characterization and modeling [44].

Efficient fault models [106-108, 113—-118| are designed in the past in VLSI circuits for
manufacturing faults. One basic disadvantage of these wiring fault models is that they
are designed without any routing constraints in the system. Subsequently, these faults
models have been reused by a group of researchers for the analysis of manufacturing faults
in channels in order to maintain reliability and yield issues in the NoC-based communication
systems. On-chip communication channels are two types- interswitch and local. Each channel
irrespective of its type further consists of three set of wires: control, data, and handshake
wires. Manufacturing faults can be experienced on these channel wires. Researchers, like as
the transient channel faults have shown their interests in the test of permanent faults only in
the interswitch channels or both in interswitch and local channels with or without the test of
routers in the NoCs.

Cota et al. [37] as found in the literature have first proposed an off-line functional-
based test mechanism that addresses pairwise short faults in 2 x 2 network neighborhood of
commonly used mesh NoCs. This method named here 2 x 2-Model reuses the wiring fault
model in the neighborhood to include short faults on interswitch and local channel wires.
This approach also extends to include short faults that may affect wires in distinct channels
of the neighborhood. As in most wiring fault models, AND-type short faults are modeled
by the 2 x 2-Model that includes a built-in-self-test scheme. The scheme implements test
data generators (TDGs) and test error detectors (TEDs) which are placed inside the IP cores
of the neighborhood. Considering the XY routing strategy, test data are transmitted by a
TDG from an IP core to the TED in another IP core which is located over four hops for
the analysis of test responses. A four hop routing path consists of two interswitch channels
and two local channels. The 2 x 2 neighborhood has four IP cores, each is wrapped with a
network interface (NI). So, four TDGs and TEDs are placed in these IP cores. It means four
routing paths treated as the test paths during testing are simultaneously activated for test
data transmission. The walking-one sequence [118| as the required test set is applied to each

routing path. Figure 2.22 illustrates these test paths using four different arrows: one with
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Figure 2.22: The 2 X 2 neighborhood-based test configuration.

the solid line, one with the dashed line, one with the dash-dotted line, and one with the solid
line and open arrow. One can consider the 2 x 2 neighborhood as shown in Figure 2.22 as
a 2 x 2 sub-NoC. For the detection of channel short faults in larger M x N mesh networks,
authors have proposed possible 2 x 2 sub-NoCs to be concurrently applied in a test round on
an M x N mesh NoC. Whatever may be the size of this network, multiple applications of the
2 x 2 neighborhood-based test configuration can cover the channel shorts in four test rounds.
Figure 2.23 illustrates these four test rounds on a 4 x 4 mesh NoC where the same instance

of the test configuration is simultaneously applied.

The current approach has considered only the inter-channel shorts involving the data
wires, although control, as well as handshake wires, can be affected by these shorts. Authors
have extended this test scheme in [38] to include inter-channel short faults in the 2 x 2
neighborhood. In addition, a simple algorithm is proposed to decide the test configurations
when they need to be applied to larger mesh networks. Considering the fault diagnosis
capability of the test solution discussed in [38], it shows poor diagnosability in contrary to
the test application time while mesh networks become larger in size. The reason is due to
the concurrent application of the basic test configurations. This poor diagnosability has been
overcome in the test scheme proposed by Herve et al. [163]. Instead of single test cycle
(iteration or round) used in detecting pairwise inter-channel shorts in the 2 x 2 neighborhood,
these faults are now detected in five test cycles using additional test sequences on the different
test paths. Furthermore, the basic 2 x 2 test configuration is now applied serially instead of
applying it in parallel on a larger mesh network. For example, inter-channel shorts on a
4 x 4 mesh network now can be detected in nine test rounds instead of four as shown in
Figure 2.23. The price to pay in terms of the test application time for enhancing this fault
diagnosis capability increases significantly. Though, the 2 x 2-Model scales with the mesh
NoCs irrespective of their size, however, this 2 x 2 neighborhood is usually not possible on

other networks such as torus, octagon, butterfly tree, etc. because of the typical architecture
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Figure 2.23: Concurrent application of 2 X 2 test configurations on a 4 x 4 mesh network.

of the respective networks. For example, every border router in a torus network has point-to-
point (P2P) interconnection with another border router in the opposite direction. Similarly,

every corner router has shared a communication channel with its opposite corner router.
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Figure 2.24: The 2 x 1 neighborhood-based test configuration.

Concatto et al. [40] have proposed an alternative BIST method to test pairwise channel
short faults in order to increase the yield of a torus network. The proposed approach partially
uses the 2x2 model and the extended test model named here partial 2x2 (P—2x2) model that
assumes a 2 x 1 neighborhood (Figure 2.24). The test configuration in this neighborhood is
applied simultaneously on the activated alternative paths that take the advantage of inherent

redundancy of the torus topology. As the method is executed in the off-line mode and the
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test data are analyzed after traversing three channel lengths, the P — 2 x 2 model is supposed
to incur comparatively low area overhead but high test time than the 2 x 2-Model. However,
this test application time can be reduced if a 2 x 2 neighborhood on internal routers in torus
network undergoes the testing in two test cycles. This approach is followed in [41] where
the multiple 2 x 1 test configurations are concurrently applied in a test cycle on the 2 x 2
neighborhood. The concurrent application of the basic 2 x 1 test configuration is shown in
Figure 2.25.
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(a) Test applications in the first test cycle. (b) Test applications in the second test cycle.

Figure 2.25: Concurrent test application of 2 X 1 test configurations on the 2 x 2 neighborhood. Channels denoted by

gray color remain unused in a test cycle.

The 2 x 2-Model and its extended versions have been basically proposed for the detection
and diagnosis of pairwise short faults only in the channels of a 2 x 2 neighborhood of a mesh
network but no other manufacturing faults in the channels have been considered. Later this
2 x 2-Model is exploited by Herve et al. [39] where authors have extended the fault model
that comprises stuck-at faults in addition to pairwise shorts in channels of the neighborhood.
The test applications for the detection of shorts and stuck-at faults in larger mesh networks
are similar as followed in [37, 38].

The previous test strategies in all the cases are practiced in the off-line mode where a test
strategy simply stops the current application in a network and puts the whole network into the
test mode for the detection of a fault in the network components, such as channels. However,
there are many mission-critical systems [44,102,164] that do not allow any interruption in
the ongoing applications in these systems. The ideal solution is the application of a test
mechanism in the on-line mode where a part of a network is kept in the test mode for possible
channel failure while rest part of the network is in the operational mode. If an application
packet is received by a router involved in testing its channels and needs to forward the packet,
then it has to wait at the router till the testing is completed or is diverted to another route

depending on the routing strategy.
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Figure 2.26: Sequentially one router selection method for the on-line testing of channels on a 4 X 4 mesh network.
Each router which gets a token can start testing itself with the help of its neighbors. Only one router and its links are

in the test mode and others are in the operational mode.

(g) Seventh test phase. (h) Eighth test phase. (i) Ninth test phase.

Figure 2.27: Different test phases for a router having four neighbors and one dedicated network interface (NI). First
four phases cover data path and all routings without any arbitration while rest of the phases cover control logic in
arbiter and FIFOs.
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Kakoee et al. [6,7] have proposed a token-based on-line test mechanism to address stuck-
at faults in interswitch channels. The mechanism is integrated with the test of router FIFOs
for stuck-at faults. The method selects only one router at a time from a network. Figure 2.26
illustrates sequential router selection method (named here S-Model). Once a router is selected,
the neighborhood that consists of the router itself, its channels and neighbor routers are put in
the test mode for stuck-at faults in the I/O buffers, router logic as well as in the interswitch
channels. The test mechanism works in two steps. In the first step, interswitch channels
of the router under test (RUT) undergo stuck-at fault testing. In the next step, the RUT is
considered. These two steps of the test method detect the faults on these network components
(channels and routers) by passing the neighborhood through different test phases as shown in
Figure 2.27. There are nine test phases that the test method iterates. First, four test phases
are used in testing faults in channels of the neighborhood. Anyone from these four phases is
executed in two test cycles. In the first test cycle, test data set is transmitted from the router,
say P to its neighbor routers, say ) where the received test set is analyzed. The test set on
the other hand in second test cycle is transmitted from the ) to the P where the received
test set is analyzed. Thus, outgoing and incoming interswitch channels undergo testing for
stuck-at faults in the first and second test cycle, respectively. In addition to the stuck-at
faults, the S-Model is supposed to address pairwise short faults in these channels. These first
four test phases are also used for covering faults in router logics while rest of the phases are
dedicated to testing the functionality of the arbiters. One advantage of this test methodology
over the previous schemes is that it scales with large-scale general NoC architectures. But the
great disadvantage is that overall test time is very high due to sequential selection of routers
and linearly increases with network size assuming that channel width is same. Furthermore,
the scheme assumes these short and stuck-at faults in interswitch channels only but does not

include them in local channels which can likewise be affected.

2.7 Issues Related to Prior Works

With the test of the communication channels of an NoC architecture discussed in Section 2.6,
the literature survey has thus covered altogether the test of transient and permanent faults
in channels of the NoCs. It is also seen that permanent faults are more critical than
the transient faults on such communication architectures. It is noted that an NoC as
the emerging communication infrastructure is continuously replacing the SoC-based systems
and delightedly meets the high bandwidth requirement of many complex and voluminous
applications. Subsequently, more and more metallic wires in support of these applications,
are shaped to an NoC channel which is much inclined to basic logic level manufacturing faults
due to several reasons, such as high wire density. As a result, severe impact on the system

performance may be observed along the reliability and yield concerns. In order to guarantee
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the outgoing quality of service and minimum performance degradation while not sacrificing
yield and reliability, these communication channels of NoC-based systems must undergo a
test for permanent faults both at the pre- and post-manufacturing stages. Different issues of
the existing test schemes have been noticed, which account for a large portion of the overall
manufacturing cost in order to address the reliability and related challenges, such as yield,
and QoS [121,165|. Here, the testing issues (TIs) are classified into the following ways: (a)
maintaining system reliability and yield, (b) test size, (c) hardware area overhead, (d) test
time, (e) fault coverage, (f) on-line performance overhead, (g) method scalability, (h) fault
efficacy, and (i) test energy. First, these issues are briefly discussed and then the way of

handling them is mentioned with respect to the contributions of the thesis.

TI-A. Maintaining System Reliability and Yield: In Subsection 2.6.3, it has been
seen that the improvement on the issues of reliability and yield of the NoC-based
systems is preserved by four intuitive approaches that include replacement policy,
recovery scheme, fault-tolerant routing algorithm, and fault detection and diagnosis
strategy. One basic prerequisite or precondition of the aforesaid former three
approaches [27,144,154] is the identification of faulty wires in a channel prior to their
implementation for taking counter measurements against the channel’s faults [26]. On
the contrary, only the last approach has the ability to detect a fault on a channel
and locate the faulty channel wires. It is seen from the literature that most of the
existing fault recovery, as well as fault-tolerant schemes in NoCs, do not come up with

a testing mechanism [6,7].

TI-B. Test Size Reduction: Every test mechanism exercises a suitable test data set for the
detection and finding the location of temporary and permanent channel faults. The
size of the selected test data set (test size) generally varies with various parameters,
such as channel width, channel type, faulty category, the way of implementation of

the test mechanism, network topology, and routing.

TI-C. Silicon Area Overhead: Every BIST-based test mechanism is executed by TDGs
and TEDs that handle the test set for a fault. Besides the test size for a fault, the
area taken by these hardware units in an NoC architecture depends on the route of
the test set. If the routing path length between a TDG and a TED pair is more than
a hop, the TDG has to deliver large test set on the path and the TED analyzes the
corresponding test responses. Therefore, for the generation, delivery, and analysis of
large test data set, these hardware blocks may take a significant portion of an NoC
node resulting in higher area overhead. In addition to routing path length, the area
of TDGs and TEDs depends on the consideration of faults whether to include them

in interswitch channels only or both in interswitch and local channels.
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TI-D.

TI-E.

TI-F.

TI-G.

Test Time: The amount of test time which is needed to detect and diagnose the
faults in a channel depends on the time required at each phase from the generation
to the analysis phase of the test set. Additionally, the test mode whether off-line or
on-line influences the test cost in terms of the test time. In a test mode, the overall
test time depends on various factors, such as the size of the test set to be handled,
number of test iterations taken to cover the faults in channels, and the amount of time

incurred on a test iteration.

Fault Coverage Metric: Every test method intends to maximize the detection of
faults in the channels on exercising the test sets. A fault coverage metric defines
the number detected faults over the injected faults. Therefore, a test mechanism
may provide the fault coverage up to 100%. However, it becomes possible when this
mechanism uses single fault model, i.e., assumes only one kind of faults in channels and
single hop test data transmission. The achievement can be considered as an advantage
of using the approach for a fault. Routing distance between TDGs and TEDs has
the important role on the fault coverage achievement. Multi-hop transmission of
test data may prevent a test method to reach this highest fault coverage even on
the consideration of single fault. In this case (multi-hop transmission), the fault
coverage can, however, be achieved up to 100% but at the cost of additional test
data which in other words results in high area overhead. Faults in channels can be
coexistent, e.g., short and stuck-at faults can appear simultaneously on the channels.
The corresponding fault model is referred as multiple fault model. In case of coexistent
faults in channels, it is natural that a fraction of the faults remains undetected resulting

in the issue of fault non-diagnosability.

Performance Overhead: The number of test iterations, as well as the number of test
clocks per iteration, have a direct influence on the network performance behavior. It is
more prominent when a test scheme is applied in the on-line mode where application
packets wait at the nodes involved in the testing of its channels. If the number of
test iterations is high, then a test packet may pass through multiple test iterations.
Correspondingly, more network resources are accessed in transporting the packet as
many times as it passes the test zones. Subsequently, network performance metrics,
such as packet latency, power consumption of a packet are notably raised. Thus,
overall system performance is seen to be degraded. Prior test schemes show degraded

performance due to their higher number of test iterations.

Method Scalability: The scalability is one of the important issues for a test
approach. The scalability issues can be demonstrated with respect to different aspects,

such as application scope of the test approach. The scalability feature with respect
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TI-H.

TI-1.

to application scope considers the fact that whether the test approach is applicable to
an NoC with respect to its size, channel width, and type without or little compromise

in one or multiple basic testing related issues: TI-B to TI-F.

Fault Efficacy: Manufacturing faults at the logic level is categorized into short, stuck-
at, and open faults. A test method for the testing of basic logic level manufacturing
faults does not include short and stuck-at faults only but should also consider open
(cut) faults. If a test strategy is designed on the assumption that communication
channels cannot experience any open fault in channels despite the fact that an open
fault is as natural as short and stuck-at faults and may be similarly responsible for
performance degradation in the NoC systems, the strategy is then said to represent
a fault efficacy property. The term “fault efficacy” defines the deficiency in covering
the manufacturing faults in NoC channels by a test scheme. Without considering the
open faults in channels, a test method thus cannot be considered to be efficient for

permanent faults in NoC channels.

Test Energy: During testing of a fault whether permanent or temporary in the
channels of on-chip networks, different network resources are utilized by an underlying
test method. One of the important network resources is the dissipated energy needed
for the completion of the on-going channel testing [5,53|. The amount of the dissipated
test energy primarily depends on the working policy of a test scheme. When the
hardware area overhead due to the handling of large test data for a fault, the size of
a subnet put in the test mode, and the high test time due to a large number of test
iterations are observed for a test scheme, they directly affect this test energy metric.
For example, many channels during testing may enter the test mode more than once,
although they are already tested. Subsequently, BIST blocks unnecessarily need to

process the test data resulting in the increase of dissipated energy.

Existing test schemes discussed in the previous section (Section 2.6) although may

compliment each other but contribute many limitations with respect to the above-mentioned

issues.

These issues are tackled in the work and described below with respect to the

contributions in the thesis.

CN-1: Addressing Stuck-at Faults

The first contribution (CN-1) is dedicated to the testing of stuck-at faults in NoC
channels. In this work, the issues TI-A to TI-G exhibited by the prior works have been
handled. For example, the S-Model [6] detects stuck-at faults only in the interswitch
channels. As a result, the scheme partially meets the TI-A and TI-E. These issues are
overcome by considering the testing of stuck-at faults in both interswitch and local

channels of an NoC. When this test model is extended to include the faults in local
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CN-2:

CN-3:

channels, the additional test set is needed. Correspondingly, the scheme raises the
issues TI-B and TI-C which are overcome by placing the test modules at the core
and router of a node. In the S-Model, every time only one router is selected to test
the channel faults. Application of the test method in this way although allows the
scheme to be applicable with general NoCs, however, the number of test iterations
grows linearly with the network size resulting in the issues TI-D, TI-F, and TI-G.
These are overcome by proposing an effective test scheduling technique that allows
concurrent execution of an instance of the proposed test algorithm at multiple nodes
in an NoC. As a result, the proposed scheduling method does not only lower the
number of test iterations satisfactorily on the NoC but also makes the proposed test

scheme applicable to all NoCs in general.

Addressing Open Faults

An open fault also known as a cut fault is one of the important logic level
manufacturing fault that breaks a channel-wire into one or multiple segments. As a
result, the connectivity problem arises in the network. It is observed in the literature
that no work has considered the testing of open faults in NoC channels. Since the
prior works have considered only stuck-at and short faults, it can be inferred that
these test schemes fail to detect open faults due to the assumption mentioned earlier.
As a result, along with the issues TI-A to TI-G raised in the prior works, they raise
another issue namely TI-H. The second contribution (CN-2) is exclusively devoted to
the testing of the open fault in NoC channels. The proposed work in this contribution
overcomes the issues TI-A to TI-G of the prior works similarly as done in the first
contributed work CN-1 and eliminates the issue TI-H on the consideration of channel-
open faults. Although, the test scheduling scheme proposed in the CN-1 reduces the
overall test time and related performance overhead remarkably than the prior works
by lowering the number of test iterations on an NoC, yet, this number can be lowered
on the NoC. This limitation and related overheads of the first contributed work CN-1

are also overcome by proposing another new test scheduling scheme.

Addressing Short Faults

In the existing previous works, it has been found that the number of test iterations
of a test scheme varies with the size and type of the networks. Despite the fact of
lower test time per iteration, the overall test time gets higher for the test scheme
which in turn implies the issues TI-D, TI-F, and TI-G. These issues are particularly
significant with reference to the contributed works CN-1 and CN-2 because the
proposed scheduling schemes in these works, though are able to lower the number
of test iterations noticeably as seen in prior works they vary with the network size
and type. Therefore, the issues TI-D, TI-F, and TI-G due to higher number of test
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CN-4:

CN-5:

iterations of the works CN-1 and CN-2 must be overcome in order to improve the
efficiency of the proposed test scheme. In this regard, the third contribution (CN-3)
is discussed with the testing of short faults in NoC channels. In this work, the issues
except TI-D, TI-F, and TI-G are tackled in the way as followed in the contributed
works CN-1 and CN-2 with the proposed test algorithm. In order to eliminate the
issue of varying number of iterations with respect to network size and type, a new
test scheduling scheme is presented. The proposed new scheduling scheme provides
same and fixed number of test iterations on the NoCs irrespective of their size and
type. This scheduling scheme does not only overcomes the issues TI-D and TI-F but

also addresses the issue TI-G.

Addressing Short and Transient Faults

In the literature, it is found that many test strategies |7,40] have considered a
permanent fault, such as short fault only in the channels of on-chip networks but do
not include the testing of a temporary fault, such as a transient fault. For example,
the test algorithm in the P — 2 x 2-Model [40] detects pairwise short faults in the
2 x 1 neighborhood channels where the test data set is analyzed on the traveling
of three channel length. The method does not test a transient fault. Another
disadvantage of both prior and contributed works CN-1 to CN-3 is that they do not
provide any information regarding the dissipated test energy. The fourth contribution
(CN-4) is dedicated to the testing of short and transient faults in NoC channels and
presenting a test energy estimation model. The work in this contribution also presents
a new test scheduling scheme which makes the proposed solution to be test-time
independent of the network size and type. Like the contributed works CN-1 to CN-3,
this work overcomes the issues TI-A to TI-G of the previous works. Moreover, this
new scheduling technique ensures that the equal amount of test energy is dissipated
on the completion of each test round in an NoC. As a result, the issue TI-I of the

previous and proposed works is overcome.

Addressing Coexistent Short and Stuck-at Faults

In addition to the testing of channel faults in the mesh networks as the conventional
networks, there are many unconventional networks, such as the octagon, k-octagon,
spidergon networks [87, 89| which can also meet the performance requirements
of network processor SoCs. In the literature, it is found that many testing
approaches [37-39| are applicable to mesh network only, i.e., they scale with mesh
networks only. This is because of their subnet selection schemes since the channels of
a selected subnet undergo the testing in a test round or iteration. For example, every
test iteration in the 2 x 2-Model [39] selects a subset of 2 x 2 neighborhood from an

M x N mesh network in order to test short and stuck-at faults in the channels of
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this neighborhood in the iteration. In this scheme, the test data are analyzed after
traveling four channels, i.e., four hops in the neighborhood. Due to this typical 2 x 2
subnet selection in the test mode, the subnet cannot be applied to the unconventional
networks. In addition to the testing issues mentioned above, two issues TI-E and
TI-G become more prominent. Due to the multi-hop transmission of the test data,
many faults in the neighborhood remain undetected. As a result, the corresponding
test method is unable to provide the fault coverage metric up to 100%. The number of
undetected faults is increased when multiple faults, such as short and stuck-at faults
are coexistent in the same channel. Consequently, the issue of fault non-diagnosability
becomes significant and is not addressed in the prior works. The fifth contribution
(CN-5) is dedicated to the testing of short and stuck-at faults that are coexistent in
NoC channels. The issues TI-A to TI-F of the prior works are overcome by proposing
a general test algorithm that detects the coexistent faults on single hop transmission
of test packet and exclusively addresses the issue of fault non-diagnosability. The
scalability issue TI-G on the traditional and untraditional networks is overcome by
proposing a new but a variant of the test scheduling scheme followed in the contributed
work CN-4.

2.8 Motivation and Contribution

The system performance in an NoC can be defined by the aggregate performances of its
building blocks. Also, process scaling is exploited by increasing the number rather than the
complexity of these components across the network (NoC). In the meanwhile, the NoC may
be exposed to various faults. As scaling continues, concurrent testing of the components in
the architecture becomes more complex and problem size becomes increasingly larger as well.
Hence, it is intelligent to divide a given problem into sub-problems which correspondingly
makes it easier to realize the performance improvements. In this thesis, the on-line testing of
channels primarily for manufacturing faults due to their perpetual impediments on the system
performance is considered. Additionally, modeling the network resource utilization in terms
of energy dissipation during testing a channel and testing of transient faults are included.
This fixed problem size is treated as the smaller slice of the overall NoC testing problem.
The motivation of the current thesis is designing a distributed time optimized test
solution that can be applied both in the off-line as well as the on-line mode. The proposed
solution should have the capability of detecting a channel fault and diagnosing the fault to
identify a faulty channel wire. The fault should not be limited to within stuck-at and short
faults only but also extended to open fault in the channels. At the same time, the channel
testing for these faults should not be confined to the interswitch channels only but also

include local channels as well. In addition to the test of these manufacturing faults on data,
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control, and handshake wires in a channel and between channels of a node, and analyzing the
severe impact of these faults on the network performance in the on-line mode, the proposed
test scheme must overcome the limitations by prior schemes or at least reduce them to a
satisfactory level. Such demands can be fulfilled by considering a suitable test scheduling
that concurrently executes the test algorithm at multiple nodes in an NoC architecture.
The thesis also presents a suitable test scheduling scheme. Thus, while the proposed test
mechanism addresses the manufacturing faults in NoC channels using small test set, small
hardware units, and few clocks per iteration. The proposed test scheduling is targeted to
lower the overall test time and subsequent performance overhead and makes the test scheme
scalable to large general networks. With each contribution presented in chapters subsequently,
the limitations of prior works are overcome as described earlier. The contributions to this

thesis are briefly stated as below.

e First Contribution — A test algorithm at a node of an NoC is proposed. The proposed
algorithm is dedicated to detect and diagnose the stuck-at faults appearing in channels,
and report failure modes (packet corruption, packet misrouting, packet dropping) caused
due to the faulty channels. Both stuck-at-0 (SA0) and stuck-at-1 (SA1) faults are
considered. The BIST structures are designed to implement the test algorithm. Two
test vector sets, one contains All-One (A1) and another contains All-Zero (A0) vector,
are exercised to test SAO and SA1 faults, respectively. Two new test scheduling schemes
are proposed to lower the overall test time needed by the test solution for channel’s
stuck-at faults in the NoC. First scheduling scheme is based on the selection of nodes
which are located in the diagonal positions. This scheduling scheme scales the proposed
test solution with M x N NoCs, such as mesh, torus. The second scheduling scheme,
on the contrary, is based on the graph coloring problem that helps to select the nodes
in a test iteration. As the advantage, this scheduling scheme overcomes the limitation
of the first scheduling scheme and generalizes the solution with any NoCs in general.
The effectiveness of the proposed solution is illustrated with respect to a set of NoCs.
On these networks four quality characteristics: silicon hardware area overhead, test
time, coverage metrics, and performance metrics: throughput, latency, and energy
consumption are used to evaluate the proposed solution. Further, scalability of the
proposed solution is shown with respect to network size, higher channel width, and

network type.

e Second Contribution — The test algorithm which is primarily designed for addressing
the stuck-at faults, is now extended to detect and diagnose open faults in NoC channels
followed by reporting the failure modes (partial and full packet loss) caused due to these
open faults on the channels. The test algorithm either exercises A0 or A1 test set on the

basis of fault model used for the open faults. A new test scheduling scheme is presented
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in order to lower the test time and scale the current test scheme with general NoCs.
This test scheduling scheme is guided by a rule which is in the work, termed as the
4-Corner Principle. This test solution is evaluated on a set of NoCs with respect to
the quality characteristics: silicon hardware area overhead, test time, coverage metrics,
and network performance metrics- throughput, latency, and energy consumption. The
method scalability is demonstrated with respect to three network parameters: network

size, channel width, and network type.

Third Contribution — A cost-effective test algorithm is proposed to address short
faults in NoC channels. Both intra-channel and inter-channel short faults are considered
in the NoCs. Considering the high wire density, the proposed fault model has assumed
the fault group beyond pairwise occurrence of intra-channel short faults. The well known
walking one (W1) sequences as the test data are exercised by the test algorithm to
detect channel short faults. A cluster-based test scheduling scheme is proposed towards
lowering the test time and related performance overhead. This test scheduling scheme
provides the fixed number of test regions irrespective of size and type of NoCs. As a
result, this scheduling scheme does not only reduce the overall test time to a constant
value for the general NoCs but also scales the proposed test solution on these NoCs. The
evaluation of the solution is done with respect to common evaluation parameters: silicon
hardware area overhead, test time, coverage metrics, and network performance metrics-
throughput, latency, and energy consumption. Application of the proposed cluster-set
driven test mechanism on a traditional NoC having smaller and larger size, smaller and
higher channel width, and belonging to an untraditional NoC category demonstrates

the scalable behavior of the test solution with NoC type.

Fourth Contribution — In addition to detection and diagnosis of short faults, the test
mechanism includes transient faults in the channels. A parity checking based method
is added in the test mechanism in order to detect the transient faults. Another new
test scheduling scheme that partitions an NoC-based system into four subnetworks is
presented. Therefore, this partition-based test scheduling brings the test solution into a
test-time independent solution for NoCs. In the sequence of designing a test algorithm
and test scheduling scheme, an estimation model for the network resource utilization
in terms of energy dissipation during testing of NoC channels is presented. In addition
to providing another test-time independent solution, the proposed partition-based test
scheduling ensures (nearly) the same amount of network resource utilization by the test
mechanism. The proposed test solution is evaluated with respect to general efficiency
measurement elements: silicon hardware area overhead, test time, coverage metrics, and
network performance metrics- throughput, latency, and energy consumption. This test

solution also scales with all NoCs in general. The scalability property is discussed with
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respect to following three related basic characteristics of the networks; these are network

size, channel width, and network type.

e Fifth Contribution — The short and stuck-at faults which are assumed to coexistent
in the NoC channels are tested by proposing a suitable test method. The W1, A1, and
AQ are selected as the test data and exercised by the test method to address these faults.
The coexistent nature of the faults prevents the test algorithm from the detection of all
short and stuck-at faults appearing in the channels. Although, this testing algorithm
efficiently detects all these faults when they appear alone in the channels. Therefore,
the issue of fault non-diagnosability is exclusively included. More emphasis is first
given on the testing of these coexistent short and stuck-at faults in the channels of
unconventional NoCs and then the testing is extended to conventional NoCs. A variant
of the partition-based test scheduling is proposed and shows constant test time on these
NoCs when the test method is applied. The effectiveness of the proposed test scheme
is illustrated with an octagon NoC with respect to silicon hardware area overhead, test
time, cover metrics, and network performance metrics- throughput, latency, and energy
consumption. The scalability property of this test solution is illustrated in reference to

network size, channel width, and network type.

2.9 Conclusion

This chapter has discussed the various test approaches for the basic building blocks of an
NoC infrastructure. The literature survey on the previous works has been focused on the
testing of IP cores, routers, and channels. The detailed survey is emphasized on the channel
testing for transient and permanent faults. It is observed that only a fraction of researchers
has targeted a subset of manufacturing faults in channels to improve the reliability and yield
of the NoC-based systems. This chapter has also indicated the research direction of the thesis
on the basis of the several drawbacks of the prior works. The research direction is represented
in the form of contributed works. Contributions to the thesis thus begin with the next chapter
which is dedicated to addressing the stuck-at faults in channels of an NoC and the underlying

test mechanism is executed on activation of diagonal nodes in the NoC.
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Chapter

Addressing Stuck-at Faults in
Channels of Networks-on-Chip

3.1 Introduction

With the constant advancements in manufacturing yield, the Moore’s Law has tremendously
contributed to the development of dependability design techniques that give sufficient space
for growing complexity of many computing systems. Many microprocessor manufacturers are
currently migrating to chip multiprocessors (CMPs) and embed in their latest products. As
Moore’s Law continues to apply, CMPs allow an integration of many IP cores in systems-
on-chip (SoCs). Embedded systems as a part of computing systems are then transformed
into multiprocessor and many-core SoCs (MPSoCs). But, with the increase in IP cores
and long interconnects, SoCs are unable to meet the expectation of a wide range of high-
performance computing applications, advanced networking, high-end digital multimedia, and
cloud computing. As the demand for high-performance computing and communication has
increased since last decade, network-on-chip (NoC) paradigm has emerged as a holistic
communication architecture for solving the issues of SoCs on a single die [3,16,17,166].
Current trends have successfully inherited a multicore architecture in applications of
energy-efficient NoC-based SoCs. However, aggressive CMOS scaling expedites interconnect
and transistor wear out. As a result, the lifespan of MPSoCs becomes shorter. The NoC-
based systems can, therefore, experience failures caused by aging to various physical defects as
well as hostile attacks caused by malicious third parties. Designing safe and secure systems,
in general, has taken into account of the reliability from early design stages to optimize
application specific solutions [160, 167]. Use of an NoC architecture as communication
infrastructure over integrated multicore SoCs has brought new challenges in terms of
testability [16, 168] due to wire density and manufacturing faults, such as stuck-at faults

(SAFs) which are experienced in the communication channels (interconnects) of the NoC. A
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communication channel in NoCs is realized with a group of metallic wires. The performance
benefit earned in adopting an NoC is constrained by these metallic communication channels
while affected by faults because the faulty channels quickly become performance impediment
and forcibly put the NoC into various system level failure modes. The failure modes may
include corruption, misrouting, and dropping of application data packets while transported
on faulty channels. Therefore, these faults are of special concern not only in normal mode
but also in test mode to improve yield and reliability in NoC-based systems.

The remainder of this chapter is organized as follows. Motivation and various
contributions to this work are stated in Section 3.2. Modeling SAFs in channels and various
system level failures are described in Section 3.3. Proposed test module and the test algorithm
are described in Section 3.4. A new test scheduling is proposed in Section 3.5. Results are
provided in Section 3.6. The solution scalability and portability of the proposed scheme are
consecutively shown in Sections 3.7 and 3.8. Different benefits arising out of the proposed
model over a set of existing approaches are appraised in Section 3.9. Basic limitations of the

proposed scheme are discussed in Section 3.10. The chapter concludes with Section 3.11.

3.2 Motivation and Contributions

Nowadays, NoC communication architectures are often used in many MPSoC designs. On
the contrary, manufacturing an NoC architecture without any fault is almost impossible. For
example, NoC channels are much inclined to logic level stuck-at faults. This trend directs
towards a relevant challenge viz. the post-manufacturing test costs associated with basic NoC
components (here channels). The test costs may account significant part of the total budget
allocated for testing [3]. Indeed, the main reason includes long test time. Additionally, an
NoC communication architecture needs to be furnished with a capability of fault detection
and diagnosis in parallel so as to observe early reliability hazards. In order to guarantee
reliable data transportation in such a system, one must apply avoidance actions by a fault
tolerant mechanism [44, 46, 48] that exercises a faulty channel identified by a test method.
The literature, however, reveals that most of the fault tolerant mechanisms do not comprise
a test method. Therefore, the demand of devising a suitable test algorithm for detecting and
diagnosing channel faults is enhanced so as to prevent the NoCs from various system level
failures during routing.

When an efficient test mechanism compliments any new design technique, it will then
only be adopted. In an NoC architecture, two main requirements must be addressed while
a test method is referred. First, how to detect and diagnose faults in NoC communication
channels with little hardware area overhead. Second, how to reduce overall test time that
incurs low-performance overhead in terms of packet latency and energy consumption. The

work in this chapter aims to develop a distributed, low-cost and fast on-line test solution that
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addresses SAFs in NoC channels and analyzes their severe effects on network performance.
The proposed test algorithm named here “1-step” algorithm detects both stuck-at-0 (SAO)
and stuck-at-1 (SA1) faults on wires of the interswitch and local channels from a node (router
and its core). First, a test module (TM) is implemented in the nodes, that incurs little
hardware area overhead on an NoC architecture. Second, the advantage of the inherent
parallelism of data transmission in NoC structures is extended to apply the test algorithm
simultaneously at multiple nodes. Next, a suitable test scheduling is proposed to guarantee
reduced overall test time and makes the proposed solution scalable with a network of arbitrary
size, channel width, and topology. Synthesis results show that the TM takes 5-7% hardware
area to cover SAFs. Experimental results show that the proposed on-line test method can
detect all modeled SAFs in both interswitch and local channels resulting 100% coverage
metrics. Simulation results reveal deep insights on the impact of SAFs in NoC performances
in order to demonstrate the on-line evaluation of the proposed solution. As compared to
prior approaches, the proposed solution reduces 23.84-78.01% hardware area overhead and
speeds up to 4 — 16x for a series of networks considered for evaluation. Furthermore, the
performance overhead is significantly reduced. The proposed solution improves 13.21-40.40%
packet latency degradation and reduces 10.90-46.52% energy consumption.

Thus, multiple contributions to the work presented here are listed below.

C1. Detection and diagnosis of SAFs on wires of interswitch and local channels from a node
in an NoC architecture. The detection mechanism ensures the state of faultiness or non-
faultiness of a wire in a channel. The diagnosis mechanism on SAQ or SA1 fault identifies
a faulty channel-wire. A set of faulty channel-wires thus identified may be exercised by

a fault tolerant mechanism to redirect the traffic during transmission.

C2. Test scheduling that selects multiple nodes to simultaneously execute the test algorithm

for reducing the test time.

C3. Evaluation of the proposed scheme in terms of various quality characteristics, such as

test time, coverage and performance metrics to show the effectiveness of the scheme.

C4. Establish the scalability of the proposed solution irrespective of network size and channel
width.

C5. Portability of the proposed solution with different topologies.

C6. Benefits of the proposed solution over a set of prior approaches.

3.3 SAFs and System Level Failures

It is assumed that NoC channels are exposed to SAFs that may put the NoC into various

system level failures, even make it useless. In this section, the SAF model used during testing
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Table 3.1: Notations used for SAF model in this chapter.

Acronym | Meaning
n Channel width.
Iy, A channel-wire of single bit width. 1 < k < n.
[fsa0 An SAO fault on an [.
fsa1 An SA1 fault on an .

Tk Single /multiple occurrences of an SAQ fault on the .
#SA0 Size of SAQ faults in a channel.
Yk Single /multiple occurrences of an SA1 fault on the .

#SA1 Size of SA1 faults in a channel.

#SA Size of SAFs in a channel.

#Ch Number of unidirectional channels in an NoC.
#SAF Size of SAFs in an NoC.

of the channels is first presented. Then, various system level failures caused by the SAFs and

the respective effects propagated to NoC performances are discussed.

Definition 3.1. Stuck-at-0 Fault: It is a manufacturing fault on a channel wire ly, that
forces the logic value of the wire to be stuck at logic-0 regardless of the actual logic level of the

wire. The fault is labeled as fsq0 and its occurrence is termed as an instance xy,.

Definition 3.2. Stuck-at-1 Fault: It is a manufacturing fault on a channel wire l, that
forces the logic value of the wire to be stuck at logic-1 regardless of the actual logic level of the

wire. The fault is labeled as fsq1 and its occurrence is termed as an instance y.

3.3.1 SAF Model

Devising a test mechanism for NoC channels needs to start from a model that must realistically
serve the faults. These faults may be specific to the nature of the channels which act
as a highway for data transportation. An SAF whether SAO or SAl is a most common
manufacturing fault at the logic level. When channel-wires experience these faults, data being
transported get modified into logic-0 or logic-1, respectively. As a result, packet misrouting,
corruption, and timeout treated as channel errors may be experienced by the network. In
order to keep the reliable transmission of data on the network, these faults must be detected
and diagnosed prior to execution of a fault-tolerant routing approach that may update its
routing table if necessary to avoid faulty channel-wires in a routing path. Any channel can be
a part of a routing path between terminal nodes (sender and receiver) in an NoC architecture.

Therefore, the testing region is actually spread to all channels in the NoC.
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Figure 3.1: Single/multiple existences of stuck-at faults in the channel (S;, S;).

Figure 3.1 demonstrates SAO and SA1 faults on wires of the interswitch channel (.S;, Sj).
A channel-wire I can experience either SAO or SA1 fault but not both simultaneously.
Further, an SAQ or SA1 fault on the [} can occur at single or multiple locations. For example,
the 1; and I3 has experienced single (1 = 1) and four (zg = 4) instances of the SAQ fault,
respectively. Similarly, l3,l4 has experienced single (y3 = 1) and double (y4 = 2) instances
of the SA1 fault, respectively. Accordingly, the #SA0, #SA1, and #SA (Table 3.1) on an
n-bit channel can be defined in Equations 3.1, 3.2, and 3.3, respectively. Therefore, #SAF
in an NoC that has #Ch channels, can be defined in Equation 3.4. It is noted that the
effect of single/multiple existences of either of the fault over the [; is same because one
instance supersedes another instance on the channel wire. The condition is known as fault
masking [169]. The proposed test mechanism, therefore, needs to address both SA0 and SA1

faults, in turn, on a channel.

#SA0 = "I, x xp (3.1)
k=1 #SA = #SA0 + #SAl (3.3)
#SAL=> "I X yp (3.2) #SAF = #SA x #Ch (3.4)
k=1

Application of the proposed test method begins on a 2x2 NoC with unidirectional channel
configurations, each has bit-width n = 16. Then, the network consists of 256 channel-wires.
One may think an n-bit channel as a single n-bit data bus. In view of the effect of single
and multiple occurrences of SAO or SA1 on a wire, it suffices to assume single existence, i.e.,
i = yr = 1 of these faults on a [ in turn for analysis. Therefore, the test mechanism will
engage itself in testing 256 SAQ and 256 SA1 faults, in turn, i.e., 512 SAFs on the 2 x 2

network of 16-bit channels.
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3.3.2 System Level Failures

The proposed test solution is applied in the on-line mode in which a subset of NoC channels
undergoes the testing while rest of the NoC is operational. However, an application packet
received at a router that needs to forward the packet on its channel under test must wait at
the router till the channel is no longer in the test mode. This decision is taken by the arbiter of
the router. Besides, logic level SAFs in channels may have effects on the functional behavior of
NoC system resulting in various system-level failures. A packet consequently gets influenced
while being transported on a faulty channel. Various system-level failures caused by channel-
SAFs are now defined. The system-level failures caused by the SAFs are classified into three
main categories- (a) packet corruption, (b) packet misrouting, and (c) packet dropping. Also,

the last category is extended to timeout failure.

(a) Packet Corruption- This failure mode is assumed when the data and handshake wires of
a channel in an NoC suffer from stuck-at faults. Application data in packets (each has
multiple flits) on the channel while gets corrupted due to SAFs in data-wires, the router
over the channel receives corrupted packets and forwards them to its intended output
port if no preventive measurement is taken at the router. Naturally, a destination node
receives a corrupted packet even if no channel later in the routing path has an SAF. Note
that the packet data may be modified several times depending upon the faulty data-wires
on channels appearing in a routing path. The SAFs on handshake-wires modify the “ack”
and “val” signals resulting wrong information about the receipt of a packet sent to the
sender and received at the receiver, respectively. As the application data are placed only
in payload field, the failure mode is realized as the payload error during performance

evaluation of the NoC.

(b) Packet Misrouting- This failure mode results out of the faulty behavior of a control
channel-wire that carries the packet header. An NoC is a packet switched network. Every
node communicates with each other by transporting a packet via one or multiple channels
in a routing path of the node pair in the communication. When the control wire suffers
from an SAF, the packet header may be modified. The router over a channel whose
control-wire is affected with an SAF forwards the packet to an unintended destination
node. Thus, a packet misrouting occurs. From security viewpoint in some systems, it
is unexpected as the information is leaked. This packet misrouting is realized as the

misrouting error during performance evaluation of the NoC.

(¢) Packet Dropping- This failure mode is experienced in a network when the packet trailer is
not received by the intended node in a predefined time unit. Several factors, for example,
traffic size, channel status, 1/O buffer status in a router are responsible for this failure.

Besides these factors, an SAF may enhance this failure mode when a control channel-
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wire carrying the packet trailer suffers from the fault. Like the header, this trailer gets
modified and the intended destination node never receives the end of packet (eop) signal.

Thus, the packet is dropped in the network resulting in packet dropping failure mode.

3.4 Proposed Test Model

This section presents a low cost and fast test mechanism that addresses both SAO and SA1
faults in channels from an NoC node. First, the test infrastructure is discussed, that is
mandatory to execute the test algorithm for the SAFs. Next, the 1-step test algorithm is
presented to ensure whether the channels of the node are affected by the SAFs.

A0 and Al SAO0 and SA1
Generation Detection
¢ FDM
A0 and Al
TPG/I-TPG Organization 1 TRA
¢ TSG
A0 and Al Channel Erro
Transmission Reporting

Figure 3.2: A general view of test module for addressing SAFs in channels.

3.4.1 Test Infrastructure for SAFs

The detection and diagnosis of stuck-at faults in channels of an NoC communication
architecture are done here by proposing a test algorithm. In order to implement the proposed
algorithm in the on-line mode, a pair of test pattern generator (TPG) and test response
analyzer (TRA) must be included. Figure 3.2 represents a general view of a TPG and TRA
unit. The common functionalities of a TPG unit are to derive test sequences including header
and trailer information, organize these raw data into test packets using wormhole switching
technique, and transmit them. Two test sequences- All-One (Al) and All-Zero (A0) are
sufficient to detect all SAO and SA1 faults in channels. The two test vectors as flits are
enclosed with header and trailer flits into two test packets. Typical test packet organization
to address SAO and SA1 faults is provided in Table 3.2 and 3.3, respectively. The header
and trailer flits contain routing and control information like the beginning of packet (bop),
end of packet (eop), and so on. The test bits are put in these flits when control wires (CWs)
of a channel undergo the testing. The test bits put in the payload flit are mandatory to
test the data wires (DWs) of the channel. Beside these CWs and DWs, the channel subsumes
handshake wires (HWs) which are tested on considering the test bits in handshake information

that carry “ack” and “val” signals of a test packet.
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Table 3.2: A test packet organization with Al sequence Table 3.3: A test packet organization with A0 sequence

for SAO fault detection in 8-bit data channel. for SA1 fault detection in 8-bit data channel.
Payload Payload
Flit (A1) Flit (A0)
H 1 T H 0 T
e 1 T e 0 T
a 1 a a 0 a
d 1 i d 0 i
e 1 1 e 0 1
e 1 e r 0 e
1 r 0 r
1 0

The TRA unit has two parts. One, fault diagnosis module (FDM) that verifies the test
responses (received test sequences) with the local test sequences. The module basically checks
the response patterns to diagnose the SAFs on the channels over which they are received.
Consequently, the faulty wires are identified. Second, signal generator called TRA’s signal
generator (T'SG) that takes diagnosed results from the FDM. Then, the generator checks and
reports various system level failures depending on the type of faulty wires or caused by SAFs.
For instance, if DWs/HWs are affected by SAO (or SA1) faults, the TSG detects payload error
which is treated as the packet corruption.

An NoC architecture possesses inherent parallelism where a packet can be transmitted to
single or multiple destinations. This feature is exploited to lower the test time and consequent
performance hazards. The < TPG,TRA > pair is placed at both core and router of each
node and the pair is called a test module (TM). Further, each test packet from a core-TPG
has only one destination, i.e., connected router. The core-TPG thus unicasts test packets
on the outgoing local channel. On the other hand, a test packet from a router may have
multiple destinations. The router-TPG thus multicasts the packet on both outgoing local and
interswitch channels to its linked core and neighbor routers. The TPG in a router is integrated
with an additional circuit block such that the integrated TPG (I-TPG) can multicast the test
packets. One may consider this [-TPG as the multicast wrapper unit (MWU) [3].

3.4.2 Testing SAFs in Channels of a Node

The test of an NoC-based communication architecture is divided into the test of three basic
components- channels, routers, and cores. Therefore, the test of local and interswitch channels
is one part of the whole NoC architecture. This work exclusively presents a test technique
which is designed in view of detecting both SAO and SA1 faults in channels of the NoC
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architecture and diagnosing the faults to report channel errors that as seen later, have the
significant effect on the network performance. The proposed test technique accounts these
faults on the DWs, CWs, and HWs of channels in the NoCs. The test technique is executed
in the on-line mode where a subset of channels is considered under test. Additionally, rest
of the underlying network is kept functional. In the functional mode, any node can transmit
application packets to any other nodes in the network. However, each incoming application
packet must wait at a node in a routing path, which is currently busy in testing its channels.
Since the arbiter in the node does not allow it to forward the packet to its output port on the
channel in the routing path.

The basic mechanism of the test algorithm for SAFs in channels from a node is to
transport test packets from the node and analyze the test responses at a neighbor node. The
TMs in sender and receiver of the test packets take control of execution of the algorithm.
Both SAO and SA1 faults are assumed in channels. Two test packets, one containing Al test
vector and another containing AOQ test vector are transmitted in turn from the sender. The
core-TPG and router-TPG (I-TPG) in sender node generate the test packets. The test vectors
for the faults affecting DWs, CWs, and HWs of the channels are placed in the payload, control,
and handshake information of the packets. The units generate similar test packets. But, the
header of a packet generated by router-TPG differs with that generated by the core-TPG.
Because the former packet may have multiple destinations. During transmission, the core-
TPG inside the sender node unicasts the packets on the channels to its linked router. At the
same time, the router-TPG multicasts the test packets on the channels shared with its linked
core and the routers of the neighbor nodes. Each packet sent by core-TPG or router-TPG is
capable of detecting either SAO or SA1 fault on all wires of the channels. Therefore, the wires
of the channels are kept filled with a test vector of the packet. One can say, in other words,
the subset of channels under test must be filled at the same time while the test packets are
sent. The test algorithm proposed here is named as “1-step” algorithm since the whole test

vector (A0 for SA1 fault or Al for SAO fault) is applied on a channel at the single attempt.

(00111110 <— Response Vector
11111111 <— Local Al

00111110 <+— Count 0s

(00110100 <— Response Vector
00000000 <— Local A0

00110100 <— Count 1s
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On receiving the test packets, the TRA at receiver core and routers analyzes the received
test vectors treated as responses to detect whether a channel-wire is affected by either an SAO
or SA1 fault. If the wire experiences an SA0 or SA1 fault, the TRA at its input port receives
logic-0 or logic-1 on the wire. Thus, the TRA detects an SAO/SA1 fault on the wire. Such
detection ensures the state of the faultiness of the channel-wire. Otherwise, received flit over
the wire is same as sent. Note that the detection is done by the FDM of the TRA. Detecting
a fault on a wire is not enough, but the faulty wires in channels must be identified so that
the faulty wires can be exploited by a fault tolerant routing to make reliable communication
in the network. In order to identify the faulty channel-wires, the FDM in the TRA extends
its functionality and does the pattern checking of the responses with respective local test
vectors derived already. The local test vectors may be treated as the “golden or expected”
test responses. The pattern checking is performed by doing logical AN Ding and ORing on
the test responses with respective local test vectors. The Os of the first operation called zero
counts and the 1s on the second operation called one counts represent the faulty wires in
a channel affected by SAO and SA1 faults, respectively. For example, if the I-TPG in the
router S; (Figure 3.1) transmits the test vector “1111 1111”7 on the channel (S;,S;) to test
SAO faults, the response vector received by the TRA of the neighbor router S; is “0011 1110”.
Now, the FDM in the TRA does logical ANDing on the response vector with the local vector
(golden response) “1111 11117 already generated by the I-TPG in the S;. Equation 3.5 shows
the operation that determines the channel-wires [, ls,ls (taking 0-counts) are affected by
SAQ fault. Similarly, the wires in the channel (S;, S;) that are affected by SA1 fault can be
explained. For example, the faulty wires can be found (taking 1-counts) in Equation 3.6 and
the I3, 14, lg are those faulty wires that are affected by the SA1 fault.

Table 3.4: The 2-bit TRA signals for the channel errors due to channels stuck-at faults.

Signal bits Signal Type Meaning
00 No Fault Data received over channel is correct
01 Payload Error (PE) Data get corrupted
10 Misrouted Error (ME) | Data received at unintended node
11 Timeout Error (TE) Data get dropped

Now, the FDM supplies the results obtained from the logical operation to the connected
TSG unit. On the basis of 0-/1-counts and the type of faulty wires whether belonging to DWs,
CWs, or HWs, the TSG unit reports channel errors. It is presumed that there are 3-types
of channel errors which are characterized by payload, misrouting, and dropping errors. Each
error is reported by the TSG unit using a 2-bit signal. The meaning of each 2-bit signal is
referred in Table 3.4. The SAFs affecting the DWs result in payload error (PE). Application

data in parts are placed in terms of payload flits. If the PE is suspected on a channel, these
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flits are corrupted. At the system level, the error is realized as packet corruption. Every
packet is enclosed with header and trailer flits. The flits are relayed on the CWs. The SAFs
may then affect these flits. A CW which carries the packet header, being affected by an SAF,
brings the network into packet misrouting mode which is another system-level failure. As
the packet header is modified, a router over the affected CW updates its routing table and
forwards the packet to an unwanted destination. On the other hand, if the faulty CW carries
the packet trailer, the network is put into third system level failure known as packet dropping
mode. In this mode, the router over the faulty CW drops the packet instead of forwarding to
its output port. Like another type of channel-wires, HWs may be affected by an SAF resulting
in corrupted “ack” and “val” signal bits for the packet. This channel error due to faulty HWs
is added into the PE that enhances the packet corruption.

Above all, the channels may undergo another error called packet deadlock. But, the
advantage of the proposed test mechanism is that no packet deadlock occurs during execution
of the algorithm. It becomes possible since the algorithm exploits two small size test packets
which are in addition analyzed over single hop (one channel length) transmission, e.g., a test
packet sent from the router S; is transmitted on the channel (S;, S;), shown in Figure 3.1, is
analyzed in the router S;. Additionally, a network during transmission of application data
may be intruded with a natural error called packet timeout. The error happens while there is
high traffic in a channel or an intended receiver never receives the trailer flit (“eop” signal) of
a packet within a predefined time period. No doubt, the packet is lost. It does not matter for
the error whether a channel in a routing path is affected with an SAF. The packet timeout is
enhanced while the CW of the channel carrying the trailer flit in the routing path is influenced
by an SAF. Thus, the packet dropping can be realized along with the packet timeout.

3.5 Test Scheduling

In the proposed test mechanism, a TPG/I-TPG module propagates the test packets and
its neighbor TRA module analyzes the responses. The approach entirely excludes the need
for a TAM for channel faults. Another distinct advantage of the approach is the at-speed
delivery of the test packets on an NoC independent of its size, channel width, and type. One
major challenge of testing NoC channel faults is the test time that incurs the test cost of
a fault-free design. The test time depends on the number of test rounds and/or iterations.
With the increase in the number of test rounds/iterations, the overall test time is increased
resulting in performance degradation in terms of packet latency and energy consumption.
Therefore, a trade-off between the number of test rounds/iterations and performance overhead
must be tackled. As mentioned earlier, an NoC-based communication architecture allows
parallelism where multiple nodes use the test mechanism at the same time. Thus, an important

preprocessing task that determines the test rounds/iterations is defined as test scheduling.
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3.5.1 Finding Test Rounds and Iterations

The NoC nodes must be selected in such a way that the test scheduling problem should
satisfy a set of constraints, e.g., test time required to complete post-manufacturing test of
SAFs in NoC channels. Many research efforts have tried to lower the total test time via
minimizing the number of test rounds/iterations in a network. It is seen that the number
is comparatively high and network specific. At this point, the test scheduling problem is
interestingly formulated as (1) matrix diagonal problem on an M x N network, and (2) graph
coloring problem [170] on a general network. An NoC is an interconnection of the routers
and IP cores via channels. Analysis of a system becomes easier on considering its graphical
modeling. An interconnection of basic components of an NoC architecture has resulted in a
topology which can be modeled as a graph G = {X,C}. The X = {¥;]1 < i < N} is a set
of NoC nodes. Each node X; is a pair of router .S; and its dedicated core C;. A set of NoC
channels is denoted with C = {Ey|1 < k < N}. Each channel E; whether local or interswitch
occupies n-bit length, where each bit corresponds to a channel-wire. Note that first 2-bits and
last 2-bits in the n-bit channel are exercised here as CWs and HWs, respectively. The rest of
the bits is treated as DWs.

Table 3.5: Matrix representations of a Table 3.6: Matrix representation of an Table 3.7: Matrix representation
4 x 4 mesh/torus NoC. octagon NoC. of a hybrid NoC.
N | No | N3 | Ny Ny | Ny Ny | No | Ny | Ny
Ny | Ng | N7 | Ng N3 | Ny N | Ng | N7 | Ng
Ng | Nig | Ny | Ny N5 | Ng Ng | Nyg | Nyp | Ny
N1z | Nig | N5 | Nyg N7 | Ng Nig | Nyg | g5 | —
Table 3.8: Location of nodes with respect Table 3.9: Location of nodes with respect Table 3.10: Location of nodes
to Table 3.5. to Table 3.6. with respect to Table 3.7.
00 | 01|02 03 00 | 01 00 | 01 |02] 03
10 | 11 | 12 | 13 10 | 11 10 | 11| 12 | 13
20| 21 | 22| 23 20 | 21 20 | 21 | 22 | 23
30 | 31|32 33 30 | 31 30 13132 —

3.5.1.1 Matrix Diagonal Problem

The problem of determining the test rounds (TRs) and test iterations (Tits) in a test round
in an NoC is mapped to the problem of finding diagonals in a matrix & representation of
the network. Any graphical representation G of an M x N NoC can be modeled to the
matrix Spxe;l < r < M,1 < c¢ < N. For example, Tables 3.5, 3.6, and 3.7 present matrix
representation of mesh /torus, octagon, and hybrid NoCs, respectively [171]. The diagonal and
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symmetric properties of a matrix computation can help in solving the problem. Every element
Xre in the & is a node N; and is placed in row major order. Then, a node is considered to be on
a diagonal level D if the end elements of the diagonal are the elements x;.. and x... The Ry, Ng
in Table 3.5 are therefore treated as odd and even nodes, respectively. Another way to find a
node X; as the odd or even node uses the matrix cell locations .. instead of matrix elements
(nodes). If the addition of the digits used for cell location of an ¥; returns to an odd/even
number, the X; is termed as odd/even node. For example, cells “00=0+0=0" and “01=0+1=1"
in Table 3.8 correspond nodes N1, Ny in Table 3.5 as even and odd nodes, respectively. Thus,
routers Sp,So and their dedicated cores Cp,Cy are similarly said as even/odd routers and
cores, respectively. Similarly, cells in Table 3.9 and 3.10 correspond to in Table 3.6 and 3.10,

respectively.

Each diagonal D is labeled as odd (D,;y = 1,3,..) and even (Dy;y = 2,4,..)
alternatively. Thus, two sets of diagonals D44, Deven, are available in the . These sets
correspond to test rounds (Equation 3.7). Subsequently, initiating a test execution on the
nodes on a diagonal level D is treated as a test iteration. A test round whether odd/even is
completed after sequencing a test execution on odd/even diagonal nodes. Thus, Equation 3.10
defines the number of test iterations on the M x N NoC.

|ITR| =2 (3.7) M. ifM>N
Dogd| = ’ - 11
Daa= |J D, (3.8) Doaa =y N (3.11)
YE(2N+1) ’ -
_ N,if M >N
Deyen = U DV (39) |Deven| — f (312)
Y€(2N+2) M,if N> M
\Tits\ = ‘Dodd| + ‘Deven‘ (3.10)

It is evident that the M x N network results to M + N — 1 diagonals as provided in
Equations 3.11, 3.12. The proposed test solution for stuck-at faults in channels is illustrated by
introducing a basic example on a 2 x 2 mesh NoC. Figure 3.3 shows a high-level representation
of the network where each node N; =< 5;,C; >;1 < i < 4. The Sy« shown in Table 3.11
corresponds the matrix modeling of the 2 x 2 mesh network. As per the discussion, nodes Ny, ¥y
are on the odd diagonal levels Dy, D3 while the nodes Ng, N3 are on the same even diagonal
level Ds. The testing of channels of the M x N network can, therefore, be completed in just
two test rounds Dygq, Deven. In first test round (TR=I), the nodes at odd diagonal levels
D1, D3 and the nodes at even diagonal level Ds in the second round (TR=II) are scheduled

to complete testing of the channels.
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Dy

Table 3.11: Modeling of
a 2 X 2 mesh NoC.

Ny | N
N3 | Ny

Ny

(b) Abstract view of an
NoC node ;.

Dy

(a) Abstract representation of a 2 x 2 NoC.

Figure 3.3: High level view of a 2 x 2 NoC architecture and its node.

3.5.1.2 Graph Color Problem

The matrix-based approach for finding the number of test rounds and iterations may not be
accepted by a section of users on the networks other than the M x N networks. In that case,
the problem on a general network can be solved using the graph coloring approach. In favor
of searching for an optimal test scheduling, the nodes € G that act as the source of test packet
injection may be colored. After coloring through all the nodes, the job is to determine the
distinct colors chosen. The number of distinct colors |R| for the nodes is actually treated as
the number of test rounds |T'R| (Equation 3.13). Subsequently, the same colored nodes at a
level that execute the test mechanism in parallel are treated as a test iteration. Sequencing
the test execution at a level for a color a € R, a set of test iterations 5, (Equation 3.14) for
the « is derived. After sequencing through all the test rounds, the number of test iterations
|T'its| in an NoC system is found by the Equation 3.15. Thus, the test execution after the

|T'its| guarantees the completion of the undergoing test of SAFs in NoC channels.

(-
ITR| = |R| (3.13) \ \

Ba= |J Tity (3.14)
v=1,2,..
|

Tits| = > |Bal (3.15) *

a=1,2,..

Figure 3.4: Abstract representation of an octagon NoC.

The proposed test approach is introduced with an octagon NoC (Figure 3.4) to illustrate
how the TRs and Tits in a TR are computed. The nodes in TR=I are colored with black
color. In this round, test execution at Tit=1 is initiated by the node Nj, while next time

(Tit=2) execution is simultaneously done on nodes W4, Ng. S0, |Ba=piack| = 2. Similarly, other
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nodes are colored followed by test execution on these nodes. It shows that the channels in an
octagon network can be tested in four rounds and six iterations. Furthermore, it is noticed
that 2-color problem can also be referred to find TRs and Tits on the M x N networks.

3.5.2 Determination of Test Time

The proposed test scheduling is applied in order to put a set of channels under test and
evaluate the test time needed to complete testing of the SAFs on the NoC communication
channels. The test time needed for a channel T, (Equation 3.16) is directly related to four
different components. The first one is the time needed to generate the test set including
header and trailer. It is called as test generation time Tj,. The second component is the
time needed to organize the test set into a test packet. It is called as test organization time
Torg. Next component of the T¢y, is the time needed to transport a test packet from a source to
a destination where an analysis of the received test set is done. It is called as packet transport
latency Ti,:. The last component is the time needed to analyze the received test set. This

time is called test analysis time Typq.

Tch = Tgen + Torg + Ttpt + T’tra (316)
T = Tit x Tits (3.17)

The T,j, can effectively be reduced in two ways by sending the test packets on (1) the
shortest path, and (2) non-overlapping paths between sender and receiver nodes. The first one
is achieved by limiting the shortest path to the single hop. The second one is managed by two
transmission modes- unicast and multicast. The core-TPG in a node unicasts test packets on
the outgoing local channel while the router-TPG multicasts the test packets on both outgoing
local and interswitch channels. Therefore, the test algorithm tests these outgoing channels of
the node in parallel. Thus, the test time 7T, needed for a channel is same for all the outgoing
channels of the node. The proposed test model is applied in the on-line mode where a subset
of channels is kept in the test mode. The goal of minimizing the test time can further be
furnished. The proposed test scheduling shows the feasible way where multiple nodes in a
test iteration must involve in testing the channels from these nodes. It shows that the time
needed for an iteration Tj; is same as the T,;. The test iterations govern the T, Jws the time
needed to complete testing of the channels on a network. After sequencing the iterations, the

T}, /w can be defined in Equation 3.17.

3.6 Experimental Results

In order to demonstrate the effectiveness of the proposed on-line test mechanism in detecting

and diagnosing stuck-at faults in channels, it is applied to a set of various NoC communication
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Table 3.12: Characteristics of M x N NoCs.

N/w Size | #R | #C | #Ch | #W | #R-R | #R-C

2x2 4 4 16 256 8 8
3x3 9 9 42 672 24 18
4x4 16 | 16 80 1280 48 32
5 XD 25 | 25 130 | 2080 80 50

6 x6 36 | 36 192 | 3072 120 72
Tx7T 49 | 49 | 266 | 4256 168 98
8% 8 64 | 64 | 352 | 5632 224 128
9%x9 81 | 81 | 450 | 7200 288 162
10 x 10 | 100 | 100 | 560 | 8960 360 200
11 x11 | 121 | 121 | 682 | 10912 | 440 242
12x12 | 144 | 144 | 816 | 13056 | 528 288
13x13 | 169 | 169 | 962 | 15392 | 624 338
14 x 14 | 196 | 196 | 1120 | 17920 | 728 392
15 x 15 | 225 | 225 | 1290 | 20640 | 840 450

architectures. In current as well as next sections, many M x N NoCs are considered to
illustrate the effectiveness including the scalable behavior of the proposed solution with
respect to network size and channel-width. Further, the proposed solution is described
with an octagon network in Section 3.8 where the demand for portability of the solution is
fulfilled. Characteristics of the M x N networks are described in Table 3.12. The characteristic
parameters include the number of routers #R, cores #C, channels #Ch that sums up the
number of interswitch channels #R-R and local channels #R-C, and communication wires
#W. Here, the bit-width of a channel is set to n=16-bit. As mentioned (refer Section 3.3),
the effect of multiple instances zj > 2 (or y, > 2) of an SAO (or SA1) fault on a channel-wire
I is same as the single instance of the fault. Therefore, the #SA0 and #SA1 as provided in
Figure 3.5 must be injected in turn on these networks before executing the test mechanism.
The proposed test method has targeted the post-manufacturing SAFs in NoC channels, where
the objective is to detect and locate an SAF on a channel-wire. So, the efficiency of this
test method is evaluated in terms of various quality metrics- silicon-area overhead, test time,

coverage metrics, and performance metrics.

3.6.1 Test Area Overhead

The area-overhead of the TM architecture in a node is one of the important quality metrics
for a test method. The unicast and multicast test set based TM architecture at a node drives

the test method. The TM architecture derives, organizes, delivers, and analyses two test
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Figure 3.5: Fault injection campaign in 16-bit NoCs.

sets, one contains Al and another contains AQ to tackle SAO and SA1 faults, respectively.
Two major components- TPG (I-TPG) and TRA contribute to the area-overhead of the TM
architecture. Here, two common routers RaSoC [65] and Xpipe [66] are selected to see the
area taken by the TM block in these routers. Since the test set size is dependent on n,
the area taken by the block varies. The TM block is implemented at a node, i.e., at both
core and router of the node. Now, the core-TPG unicasts while the router-TPG (TPG-R),
i.e., 'TPG multicasts the test packets. Similarly, the core-TRA analyzes the response from
its dedicated router while the router-TRA (TRA-R) does the job on the responses from its
neighbors’ core/routers. Thus, the area of a TM at a core is generally smaller than that of
a router. Table 3.13 provides the synthesis results treated as area overhead (in terms of gate
count (GC) needed to implement the TM architecture) for a 16-bit channel. The TM block
is synthesized using the Xilinx 10.1 ISE Design Suite on a computer system with 2.60 GHz
AMD Phenom(tm) II X3 710 Processor, 4 GB RAM, and 64-bit Widows 7 OS.

Table 3.13: Area overhead of a TM for 16-bit channel.

TM Unit #GC RASoC(%) Xpipe(%)

TPG 45 2.67 2.95
TRA 32 1.9 2.1
Total 77 4.57 5.05
TPG-R 70 4.15 4.59
TRA-R 50 2.96 3.28
Total 120 7.11 7.87

In the implementation of the proposed test mechanism, a subset of channels under test

in an iteration is selected as per the diagonal location of the corresponding nodes. During
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the implementation, an SA1 fault on a channel-wire is treated as a short to VDD while an
SAO fault on the wire is treated as a short to Ground. At one side, TPGs and I-TPGs are
placed to derive, organize, and deliver the test sets. On the other side, corresponding TRAs
are placed to analyze the responses. All the channels of a network are tested in two test
rounds (TRs). However, each round is completed after finite iterations. The proposed test
mechanism is illustrated on the 2 x 2 NoC. Figure 3.6 demonstrates the execution of the
test algorithm on the 2 x 2 mesh NoC with a n=16-bit channel. The first round (R;) test
iterations I, Iy are executed as shown in Figures 3.6a and 3.6b, respectively at the Dy, Ds.
In Ry, I, the node < Sy,C7 > executes the test algorithm to detect SAFs on interswitch
channels (51, 52), (S1,53) and local channels (S1,Ch), (C1,S1). The responses are analyzed
by the neighbor’s TRA. Once the testing of these channels is done, the test iteration I in
the same round R; is shifted to the node < S4,Cy > which initiates the test algorithm to
address SAFs in its outgoing channels. It is seen that a subset of channels of the underlying
network has been tested. In order to cover faults on rest of the channels, one must execute the
second round R test application as shown in Figure 3.6¢c. The round is executed for single
iteration I; at the Dy. The nodes < So,Cy >, < S3,C5 > initiate the test algorithm. Thus,
all channels in the underlying network are tested by three iterations. Figure 3.7 subsequently

gives an idea of the Tits based on the Equations 3.10 and 3.15 for the selected networks.

3.6.2 Test Clock Cycles

The second important quality metric for the test mechanism is the test time (clock) required
to address SAFs on the channels under test in an iteration. For 16-bit channels with specified
packet format in the test environment, Figure 3.8 tells the amount of test time needed for
the channels in the networks. During experimentation, it is observed that the TPG takes

1 clock for generation of A1/A0, header and trailer flit. Another clock is used to organize
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Table 3.14: LCM(%) achieved on detection of stuck-at fault in channels of M x N NoCs.

TR N/W Size Tit=1 Tit=2 Tit=3 Tit=4 Tit=5 Tit=6 Tit="7 Tit=8
2Xx2 25 25 - - - - - -
3x3 9.52 33.33 9.52 - - - - -
4 x4 5 20 20 5 - - - -
5x%x5 3.08 12.31 20 12.31 3.08 - - -
6 X 6 2.08 8.33 14.58 14.58 8.33 2.08 - -
7TXT7 1.5 6.02 10.53 14.29 10.53 6.02 1.5 -
8 X8 1.14 4.55 7.95 11.36 11.36 7.95 4.55 1.14
9x9 0.89 3.56 6.22 8.89 11.11 8.89 6.22 3.56
10 x 10 0.71 2.86 5 7.14 8.93 9.29 7.14 5
11 x 11 0.59 2.35 4.11 5.87 7.33 9.38 7.62 5.87
12 x 12 0.49 1.96 3.43 4.9 6.13 7.84 7.84 6.37
13 x 13 0.42 1.66 2.91 4.16 5.2 6.65 7.9 6.65
14 x 14 0.36 1.43 2.5 3.57 4.46 5.71 6.79 6.79
15 x 15 0.31 1.24 2.17 3.1 3.88 4.96 5.89 6.82
R1 Tit=9 Tit=10 Tit=11 Tit=12 Tit=13 Tit=14 Tit=15 CLCM@R1(%)
2 X2 - - - - - - - 50
3x3 - - - - - - - 52.38
4 x4 - - - - - - - 50
5%x5 - - - - - - - 50.77
6 X6 - - - - - - - 50
7TXT - - - - - - - 50.38
8 X8 - - - - - - - 50
9x9 0.89 - - - - - - 50.22
10 x 10 2.86 0.71 - - - - - 49.64
11 x 11 4.11 2.35 0.59 - - - - 50.15
12 x 12 4.9 3.43 1.96 0.49 - - - 49.75
13 x 13 5.41 4.16 2.91 1.66 0.42 - - 50.1
14 x 14 5.71 4.64 3.57 2.5 1.43 0.36 - 49.82
15 x 15 5.89 4.96 4.03 3.1 2.17 1.24 0.31 50.08
Tit=1 Tit=2 Tit=3 Tit=4 Tit=5 Tit=6 Tit="7 Tit=8
2X2 50 - - - - - - -
3x3 23.81 23.81 - - - - - -
4 x4 12.5 25 12.5 - - - - -
5x%x5 7.69 16.92 16.92 7.69 - - - -
6 X6 5.21 11.46 16.67 11.46 5.21 - - -
7TX7 3.76 8.27 12.78 12.78 8.27 3.76 - -
8 X8 2.84 6.25 9.66 12.5 9.66 6.25 2.84 -
9x9 2.22 4.89 7.56 10.22 10.22 7.56 4.89 2.22
10 x 10 1.79 3.93 6.07 8.21 10.36 8.21 6.07 3.93
11 x 11 1.47 3.23 4.99 6.74 8.5 8.5 6.74 4.99
12 x 12 1.23 2.7 4.17 5.64 7.11 8.58 7.11 5.64
13 x 13 1.04 2.29 3.53 4.78 6.03 7.28 7.28 6.03
14 x 14 0.89 1.96 3.04 4.11 5.18 6.25 7.32 6.25
15 x 15 0.78 1.71 2.64 3.57 4.5 5.43 6.36 6.36
R2 Tit=9 Tit=10 Tit=11 Tit=12 Tit=13 Tit=14 Tit=15 CLCM@R2(%) CLCM(%)
2 X2 - - - - - - - 50 100
3x3 - - - - - - - 47.62 100
4 x4 - - - - - - - 50 100
5%X5 - - - - - - - 49.23 100
6 X6 - - - - - - - 50 100
7TXT - - - - - - - 49.62 100
8 X8 - - - - - - - 50 100
9x9 - - - - - - - 49.78 100
10 x 10 1.79 - - - - - - 50.36 100
11 x 11 3.23 1.47 - - - - - 49.85 100
12 x 12 4.17 2.7 1.23 - - - - 50.25 100
13 x 13 4.78 3.53 2.29 1.04 - - - 49.9 100
14 x 14 5.18 4.11 3.04 1.96 0.89 - - 50.18 100
15 x 15 5.43 4.5 3.57 2.64 1.71 0.78 - 49.92 100
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A1/A0 as a test packet. Let us consider that first the test packet containing A1l is delivered.
Since a channel under test carries the test packet, it takes 3 clocks (1 flit/clock) to reach the
neighbor TRA. During transmission of the test packet with the A1, next packet with the A0
is generated by sender TPG side. On receiving the Al, it is put under analysis at receiver
TRAs. As said earlier, a TRA has two modules- FDM and TSG. At one clock, the FDM does
the pattern checking while in the next clock, the TSG announces the channel error, if any.
Similarly, the received A0 is analyzed. Thus, a channel can be tested in just 11 clocks or in

other words an iteration is completed at the cost of 11 clocks.

3.6.3 Link and Fault Coverage Metrics

Next quality metric of the proposed test scheme is the coverage metric. This metric is divided
into two categories. One is referred as link or test coverage metric (LCM) while another is
called fault coverage metric (FCM). A subset of channels in an iteration is tested. This fraction
defines the link coverage metric (LCM). For example, four channels out of 16 channels from the
node N1 =< S1,C1 > in Ry, I; are placed under test (Figure 3.6a). The LCM achieved is 25%.
Table 3.14 provides iteration-wise LCM. Sequencing the test iterations Rj, Io (Figure 3.6b)
and Ra, I1 (Figure 3.6¢) all channels have been successfully tested. Figure 3.9 ensures the LCM
achieved at R; and Rs, respectively. For example, after executing the test mechanism at the
Ry on a 2 x 2 mesh NoC, 50% channels have been tested. Rest of the channels are tested at
R resulting in the next 50% of the LCM. Thus, the proposed test model has achieved 100%
LCM. The single instance of an SA0 and SA1 fault is assumed on wires of the 16-bit channels
in which first two bits are treated as control-bits for CWs, next 12-bits as data-bits for DWs,
and last two bits as handshake-bits for HWs. The channels for SAFs are put in the sequence of
data, control, and handshake wires for testing. Consideration of the data wires (DWs) under
test, 75% of total faults can be covered. On extending the test mechanism to control wires

(CWs), another 12.5% faults are covered. Further extension of the mechanism to handshake
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Table 3.15: Size of SAO or SA1 detected in networks of 16-bit channels.

Network Ry Ry Detected
Size #DWs | #CWs | #HWs | #DWs | #CWs | #HWs | #SA0 | #SA1 | #SAF
2x2 96 16 16 96 16 16 256 256 512
3x3 264 44 44 240 40 40 672 672 1344
4 x4 480 80 80 480 80 80 1280 1280 2560

5 XD 792 132 132 768 128 128 2080 2080 4160
6 x6 1152 192 192 1152 192 192 3072 3072 6144
TxT 1608 268 268 1584 264 264 4256 4256 8512
8 x 8 2112 352 352 2112 352 352 5632 5632 | 11264
9x%x9 2712 452 452 2688 448 448 7200 7200 | 14400
10 x 10 3336 2956 956 3384 564 564 8960 8960 | 17920
11 x 11 4104 684 684 4080 680 680 10912 | 10912 | 21824
12 x 12 4872 812 812 4920 820 820 13056 | 13056 | 26112
13 x 13 o784 964 964 5760 960 960 15392 | 15392 | 30784
14 x 14 6696 1116 1116 6744 1124 1124 | 17920 | 17920 | 35840
15 x 15 7752 1292 1292 7728 1288 1288 | 20640 | 20640 | 41280

wires (HWs), rest 12.5% faults are covered. Thus, like LCM, the proposed test mechanism
achieves 100% FCM and is shown in Figure 3.10. As the faults are addressed iteratively in
a test round, Table 3.15 shows the size of faults detected in a test round depending on the
channel-wire type. Once an SAF is detected in a channel, the fault is realized in terms of
errors on the channel. The payload error (PE), misrouting error (ME), and timeout error (TE)
are caused due to SAFs on data and handshake wires, control-wire carrying packet header,
and control-wire carrying packet trailer, respectively. Figure 3.11 can be used to observe a

channel error. For example, if all DWs are found to be faulty, then the PE is 75%.

3.6.4 Network Performance Metrics

The final quality metric is the network performance that demonstrates the behavior of the
network in the on-line testing of its channels. This behavior is analyzed in terms of the effect
of the SAFs in channels. The stuck-at faults in channels put an NoC into various system
level failures resulting in a significant impact on network performance metrics for instance
throughput, latency, and power consumption. To evaluate the network performance under
the test model, a cycle-accurate simulator [22] is used and the simulation is carried out on
the computer system with 64-bit Ubuntu-14.04 OS. Simulations are done at both rounds, in
turn, at the packet injection rate (PIR) of 0.01-0.1. The simulation at every PIR value in a

round is run for 10000 cycles including 10% warm-up cycles. Each time large traffic in terms
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Figure 3.12: On-line evaluation of the proposed test solution applied at both test rounds on the 16-bit 2 x 2 NoC.
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of packet flits is injected and transmitted by the XY routing. Both A1, AOQ test patterns are
taken as the traffic in order to observe the effect of the channel-SAFs. These test patterns are
packeted using the wormhole switching technique. The performance metrics in this section
are observed in the test setup for 2 x 2 mesh network termed as the 4-IP network (Figure 3.6)
and are provided in Figure 3.12. The same size of packet flits shown in Figure 3.12a is sent on
the network for both the test rounds. A network may receive all most same amount of traffic
sent but cannot accept more than what is injected. However, it is an ideal case. In a practical
situation, routing limitations and collisions prevent accepting all traffic. Thus some packets
get dropped in the network. Additionally, faults in channels may enhance the dropping.
The size of packet flits received and dropped is demonstrated in Figures 3.12b and 3.12c,
respectively. Note that the amount of received flits include misrouted (due to SA0/SA1 faults
on CWs that carry packet header), corrupted flits (due to SAO/SA1 faults DWs that carry
application data) with normal flits. It is seen that ~ 10-18% and ~7-15% of the received
traffic is corrupted and misrouted, respectively. On the other hand, in normal mode, it is
observed that ~ 5-10% of the total flits sent are dropped due to timeout fault. But, this
timeout is enhanced due to SA0/SA1 faults on CWs that carry packet trailer resulting ~ 8-
17% dropping of the sent flits. In the case, Figures 3.12d, 3.12¢, and 3.12f provide statistics for

throughput, latency, and power (energy) consumption behavior, respectively in the network.

3.7 Solution Scalability

A test methodology must have an important feature called scalability. Another important
property of the methodology must include portability on a network rather than its scope in
traditional M x N networks. A clear advantage of the proposed test approach is that it scales
with network size and channel width. In the previous section, the effectiveness of the proposed
approach is discussed with a basic 4-IP network where n is confined to 16-bits. In this section,
the proposed test approach is studied with a comparatively larger 225-IP network having 16-
bit channels and 25-IP network with 32-bit channels to illustrate the test scalability. The

portability of the proposed approach is demonstrated with an octagon network in Section 3.8.

3.7.1 Scalability with NoC Size

The scalability of the proposed test scheme for channel-SAFs with respect to network size is
illustrated on a 15 x 15 network with 16-bit unidirectional channels. Basic characteristics of
the network are provided in Table 3.12. It shows that the network consists of 225 routers,
225 IP cores, 1290 channels (840 interswitch and 450 local channels). Since each channel is
considered to be 16-bits, thus the test mechanism needs to detect 41280 SAFs (Figure 3.5),
i.e., 20640 as SAOs and 20640 as SAls are injected in turn. Figure 3.13 demonstrates round
wise experimental setup for the 15x 15 (225-IP) network. At the first round, the test iterations
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Figure 3.13: Application of the proposed test solution at different test rounds and iterations on 15 x 15 NoC with

unidirectional channel configuration.

as seen in Figure 3.13a are applied by the Brown colored nodes (test sources). The nodes
are considered to be on the odd diagonal level. The test iterations in the second round are
shown in Figure 3.13b and initiated by the Blue colored nodes at the Dy. The test setup is
made with Xilinx ISE Design Suite. TPGs at one side while TRAs at another side of the
channels under test in an iteration are placed to detect and locate SAFs on these channels.
Repeating round-wise test iterations, all the channels in the underlying 225-IP network are
examined. Since the bit-width of the channels remain fixed, the quality metric- area overhead
remains unchanged (Table 3.13) while the test time metric for the network linearly increases
with the Tits. It is seen that the network needs 319 clocks (Figure 3.8) to address injected
SAFs. Consequently, other quality metric- coverage metrics (LCM and FCM) can be viewed
in Tables 3.14 and 3.15, and Figures 3.9 through 3.11. Thus, all modeled faults are detected
resulting 100% achievement.

To observe the effect of SAFs on the system performance, the simulation is extended
on the 16-bit 225-IP network. Figure 3.14 illustrates the on-line evaluation of the proposed
diagonal node selection based test model named D-Model on the 225-IP network. Amount of
packet flits injected in the network is shown Figure 3.14a while the amount of received and
dropped flits are shown in Figures 3.14b and 3.14c, respectively. Among the received flits,
~ 15-32% as corrupted and ~ 12-23% as misrouted flits are realized. In the normal mode,
7-14% of the injected flits get dropped due to timeout error while it is boosted to 15-31% due
to SAFs experienced in a channel of the routing paths. Consequently, the simulator maintains

the statistics for the performance metrics as provided in Figures 3.14d, 3.14e and 3.14f.
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Figure 3.14: On-line evaluation of the proposed test solution applied at both test rounds on the 16-bit 15 x 15 NoC.
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3.7.2 Scalability with Channel Width

Many NoC-based communication systems host various complex, heterogeneous sets of
applications. Though each application has access to shared resources to meet the provision of
communication services it is inadequate for many applications, e.g., multimedia applications
like MPEG-2 video [172], networking applications like telecommunication, network security,
and network operation domain [173] to achieve the average well-defined performance metrics.
This is because such applications intend delivery of high volume traffic that consequently
demands high channel bit-width and the limited power consumption. At the same time, the
traffic must be transported reliably. In such a scenario, the proposed test approach must scale

with higher n.
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Figure 3.15: Fault injection campaign in 32-bit NoCs.

Table 3.16: Area overhead of a TM for 32-bit channel.
TM Unit #GC RASoC(%) Xpipe(%)

TPG 73 3.32 3.49
TRA 51 2.23 2.37
Total 124 5.55 .86
TPG-R 105 .88 6.28
TRA-R 69 3.99 4.27
Total 174 9.87 10.55

The proposed D-Model is now evaluated on many M x N networks with 32-bit channels.
In each 32-bit channel, first and last 2-bits, as mentioned earlier, are used for control bits
(i.e., CWs) and handshake bits (i.e., HWs) while rest 28-bits are dedicated for data bits (i.e.,
DWs). Basic characteristics of the networks provided in Table 3.12 remain same except the

wire size which becomes double now. The number of channel-SAFs that must undergo the

91



testing in the networks is given in Figure 3.15. Two test data sets, each containing 32-bit
Al and AO vectors are injected from a test source (node), transported and applied to the
channels under test. Then test outputs (responses) are extracted and analyzed. Therefore,
TPG and TRA components of the TM for 32-bit channels contribute little (1-2%) more area
overhead at both cores and routers over the TM synthesized for 16-bit channels. In this case,
Table 3.16 provides the synthesis results for a core-TM and router-TM. The implementation
of a TM block with the increase in n, for instance, n=32-bits, enhances a small burden on
hardware area in cores and routers in the networks. However, such implementation makes
the proposed test model be a time-independent solution for the networks. It means, the
time required to test SAFs in an n-bit channel equals that required for an mn-bit channel.
Therefore, Figure 3.8 provides the T}, /,, needed for detecting the channel-SAFs in the 32-bit
2 x 2 —15 x 15 networks.
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Figure 3.16: Cumulative FCM in networks with 32-bit  Figure 3.17: Expected channel error in networks with

channels. 32-bit channels.

The number of test iterations is independent of the channel bit-width n. It directly
ensures that the underlying LCM evaluation remains unchanged. Then, Table 3.14 that
establishes the LCM achievement for the networks with 16-bit channels in a test iteration of a
test round, can also be referred for this quality metric in the same iteration and round on the
networks with higher channel bit-widths, for instance, 32-bit. On the other hand, the FCM
varies with the channel bit-width in spite of keeping bit-widths of some wire sets (here CWs
and HWs) fixed. Applying the test sets and analyzing responses on the DWs; CWs, and HWs
consecutively, one can achieve the cumulative FCM as shown in Figure 3.16. Consequently,
the size of SAFs detected after a test round on a subset of M x N networks is provided

in Table 3.17. The effect of SAFs on these channel-wires are realized in terms of payload,
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Table 3.17: Size of SAO or SA1 detected in networks of 32-bit channels.

N/w Ry Ry Detected

Size #DWs | #CWs | #HWs | #DWs | #CWs | #HWs | #SA0 | #SA1 | #SAF
2x2 224 16 16 224 16 16 512 912 1024
3 %3 616 44 44 560 40 40 1344 1344 2688
4 x4 1120 80 80 1120 80 80 2560 2560 5120

5 XD 1848 132 132 1792 128 128 4160 | 4160 8320
6 x6 2688 192 192 2688 192 192 6144 6144 | 12288
TxT 3752 268 268 3696 264 264 8512 8512 | 17024
8% 8 4928 352 352 4928 352 352 11264 | 11264 | 22528
9x%x9 6328 452 452 6272 448 448 14400 | 14400 | 28800
10 x 10 | 7784 956 956 7896 064 564 17920 | 17920 | 35840
11 x 11 | 9576 684 684 9520 680 680 21824 | 21824 | 43648
12 x 12 | 11368 812 812 11480 820 820 26112 | 26112 | 52224
13 x 13 | 13496 964 964 13440 960 960 30784 | 30784 | 61568
14 x 14 | 15624 1116 1116 15736 1124 1124 | 35840 | 35840 | 71680
15 x 15 | 18088 1292 1292 18032 1288 1288 | 41280 | 41280 | 82560

misrouting, and dropping errors. Figure 3.17 shows these errors that may be experienced in
32-bit channels of these networks.

The on-line evaluation of the proposed D-Model to see the effect of channel-SAFs on basic
performance metrics is done on the 5 x 5 network of 32-bit channels. Basic test application
following the proposed scheduling approach is shown in Figure 3.18. The first round test
iterations are shown by Brown colored nodes (Figure 3.18a) whereas, the Blue colored nodes
(Figure 3.18b) represent the next round test iterations. The simulation setup is extended on
the network. Simulations are performed for both test rounds with A1l and AO test sets as
traffic (packet flits). Figure 3.19 demonstrates the performance evaluation of the proposed
solution on the 5 x 5 network of 32-bit channels. The amount of traffic injected on the network
is provided in Figure 3.19a. Subsequently, the amount of traffic received and dropped by the
network in a round are provided in Figures 3.19b and 3.19c¢, respectively. Since the bit-width
of the channels in the network is higher, more traffic may be affected by faults. We see
that ~ 17-26% and ~ 9-15% of received traffic are affected due to packet corruption and
misrouting failure modes, respectively caused by SAFs. On the other hand, &~ 12-20% of the
injected traffic is lost in the network due to timeout error caused by SAFs and related routing
constraints. Consequently, the network performance metrics can be observed as shown in

Figures 3.19d, 3.19e, and 3.19f.
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Figure 3.18: Application of the proposed test solution at different test rounds and iterations on 5 x 5 NoC with

unidirectional channel configuration.

3.8 Solution Portability

Till now, it is demonstrated that the proposed D-Model does not only scale with network
size but also scales with channel bit-widths. Subsequently, the proposed D-model is evaluated
with respect to many M x N mesh networks having 16 and 32-bit channels. An aspect of
the test methodology must include its adaptability with network topologies. It is seen in
practice that most of the existing test approaches are however applicable for mesh topology
but not with other networks, such as octagon network. The basic reason is the typical network
architecture, e.g., non-rectangular.

An octagon NoC is another on-chip communication architecture and is proposed to
meet performance requirements of several network processor SOCs by delivering application
packets at most two hops between any two nodes. Because of several advantages such as cost,
performance, and scalability offered by an octagon network, it becomes suitable for supporting
aggressive on-chip communication demand of networking SOCs and related domains [87]. But,
manufacturing SAFs can be experienced in the octagon’s channels. A basic octagon network
can be characterized by 8 nodes and 40 channels (24 interswitch and 16 local). In this section,
the proposed test mechanism is applied on the octagon NoC of 16-bit channels. Therefore,
1280 SAFs (640 SAOs and 640 SAls in turn) injected into the channels of the network are
needed to be addressed by the test mechanism.

The limitation of the proposed D-Model is that it may not be applied to an octagon

network directly because determining the odd and even diagonal levels on the network may
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Figure 3.20: Application of the proposed test solution at different test rounds and iterations on an octagon NoC with

unidirectional channel configuration.

become complex or equivocal. But, by making a small variation in the test scheduling policy,
the modified D-Model can be applied to the network. The variation is done by mapping
the problem of finding odd-even diagonals into the problem of graph coloring for the test
rounds. As discussed in Section 3.5, the number of test rounds in general networks including
the underlying octagon NoC equals the number of distinct colors used (Equation 3.13).
Subsequently, the number of test iterations per round and total test iterations are found

in Equations 3.14 and 3.15, respectively.

Figure 3.20 demonstrates the application of the proposed test mechanism for channel-
SAFs on an octagon network. The TPGs as test source applies the 16-bit A1l and AOQ test
sets on the channels and the receiver’s TRA diagnoses the SAFs on the basis of responses.
Now, every router in the network has three neighbor routers. A TPG/TRA at a router
transmits/receives test packets (at most) to/from these neighbors. Thus, the area overhead
of the TMs at all routers are the same. In Table 3.13, the size of a router-TM is synthesized
with respect to the router having four neighbor routers. Therefore, the size of a router-TM
in an octagon network naturally becomes smaller. But, from designer’s viewpoint, the same

router-TM is kept in use (as given in Table 3.13) because a designer may need to construct
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Figure 3.21: LCM achieved on a test round in octagon Figure 3.22: Cumulative LCM achieved on a test round
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a large network, e.g., square-octagon NoC Architecture (SONoC) [174] by adding multiple

copies of basic octagon networks.

Table 3.18: Size of SA0 or SA1 detected in octagon network of 16-bit channels.

TR Wire Sets Faults Detected
#DWs | #2CWs | #HWs | #SA0 | #SA1 | #SAF
R1 180 30 30 240 240 480
R2 180 30 30 240 240 480
R3 60 10 10 80 80 160
R4 60 10 10 80 80 160
Total 480 80 80 640 640 1280

In Figure 3.20, it is seen that the proposed test mechanism is applied four times on the
octagon network. Sequencing the test mechanism concludes that the channel-SAFs in the
network can be addressed in just four test rounds. Note that, first two rounds are executed
separately for two iterations while third and fourth rounds are executed only once. Thus, the
network channels for SAFs can be tested in six test iterations and at the cost of T},,,, = 66
clocks only. On each iteration, a subset of channels (dotted arrows) undergoes the testing
yielding the LCM. Figure 3.21 shows the LCM achieved in an iteration of a test round. For
example, 5 channels (Figure 3.20a) have been tested in the first round (R1), first iteration
(Tit=1). So, 12.50% LCM is achieved. Note that, same LCM is achieved on the first iteration
of every round. Again, same LCM (25%) is achieved on second iteration (Tit=2) of both R1
and R2. Thus, cumulative LCM (CLCM) achievement shown in Figure 3.22 ensures that all
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Figure 3.23: On-line evaluation of the proposed test solution applied at the test rounds on the octagon NoC with

16-bit channels.
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channels have been tested. The bit-width of a channel is 16-bits. Also, the bit-width of the
channel-wire sets (DWs, CWs, HWs) is maintained as mentioned in Section 3.6. Figure 3.10
shows the FCM achievement by applying the proposed test mechanism on a 16-bit channel,
can also be used for the octagon network. The size of SAOs and SAls detected by the test
mechanism after a test round is provided in Table 3.18. It shows that all faults have been
covered. The effect of channel-SAFs at system-level is realized in terms of channel-errors and
Figure 3.11 can be referred for the errors caused due to SAFs on DWs, CWs, and HWs.

To properly evaluate the proposed test mechanism along with graph-color based advanced
test scheduling approach (variation of the D-Model) on an octagon network of 16-bit channels,
it is needed to carry simulation on the network. The simulation setup using the Noxim [22]
simulator is extended to the 16-bit octagon network. The performance of the network in
on-line mode can be observed in Figure 3.23. Packet flits are injected on the network at the
PIR=0.01-0.10 and are provided in Figure 3.23a. The same size of flits is used in each test
round. The SAFs whence experienced in a routing path may then infect the injected flits. The
infected flits may be corrupted, misrouted, and dropped. The original flits are received with
corrupted and misrouted flits in the network. Figure 3.23b shows the size of flits received in
the network while the size of dropped flits due to channel-SAFs and timeout error is provided
in Figure 3.23c. It is observed that 11-27% and 6-13% of the injected traffic are observed as
corrupted and misrouted flits, respectively. Whereas, 7-11% flits are dropped due to SAFs in
addition to 8-14% timeout flits. Thus, dropping of flits at last two rounds is comparatively
less than first two rounds. It is because of the fact that the size of channels under test in
later cases is less (33%) than the former cases. In addition, the later rounds last for the single
iteration. The network performance characteristics namely throughput, packet latency, and

energy consumption are seen in Figures 3.23d, 3.23e, and 3.23f, consecutively.

3.9 Benefits over Prior Works

The proposed test model scales to all large-scale M x N networks with size and channel-
width. The scalable property of the model is established by its application on small to large
size mesh networks. Besides the scalability, a variant of the model is also discussed to widen
its scope. The proposed test model thus ensures its application to general NoCs irrespective
of network size, channel width, and network type. Additionally, the proposed solution must
be well accepted. Therefore, it should have advantages over the prior approaches in terms of
various quality metrics. In this section, a comparison is studied among the prior test models
including the proposed solution on the set of 2 x 2 —15 x 15 mesh and octagon networks. The

following prior test approaches' namely 2 x 2-Model [38,39], partial 2 x 2-model (P-2 x 2-

!Few preliminary works of the author are taken in the comparison study in this chapter as well as rest of
the chapters. These works are labeled as [RPC-1|, [RPC-2]|, etc., and can be found in author’s publication list.
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Table 3.19: Comparison of Tits vs. Test models..

N/w Size | 2x2-Model [38,39] | S-Model [6,7] | H-Model | OE-Model | D-Model
2x2 1 8 3 2 3
3x3 4 18 ) 2 )
4 x4 9 32 7 4 7
dXD 16 50 9 6 9
6 x6 25 72 11 10 11
TXT7 36 98 13 12 13
8 x 8 49 128 15 16 15
9%x9 64 162 17 20 17

10 x 10 81 200 19 26 19
11 x 11 100 242 21 30 21
12 x 12 121 288 23 36 23
13 x 13 144 338 25 42 25
14 x 14 169 392 27 50 27
15 x 15 196 450 29 56 29

Model) [163], sequential model (S-Model) [6, 7], hierarchical approach (H-Model) [RPC-18],
and odd-even model (OE-Model) [RPC-12, RPC-14] are selected to illustrate the benefits
of the proposed test scheme on these prior models in terms of the following quality metrics-

hardware area overhead, test time, channel errors, and performance overhead under the similar

test environment.

3.9.1 Benefits in Hardware Area Overhead

The test architecture (here a TM) is a crucial component in implementing a test mechanism.
The component should occupy least hardware space and be powerful enough to cover channel-
faults. In 2 x 2-Model, basic test configuration consists of a 2 x 2 mesh network and is iterated
on a larger mesh to cover channel-faults. In the test setup, TM units are placed in core blocks.
Test packets are delivered from a core to another core in the XY routing path. The separation
between sender and receiver is thus four hops (2 interswitch and 2 local channel length).
Therefore, handling the test sets, a TM takes a sufficiently higher area and it is &~ 21-23%
of a router. The test model scales with mesh networks only due to 2 x 2 test configuration.
However, the test configuration is partially used by the P-2 x 2-Model to overcome the issue
of the 2 x 2-Model. The area overhead is seen to be 73.84-78.01% more than the proposed
TM. In P-2 x 2-Model, two neighbors TMs separated by three hops (1 interswitch and 2
local channels) exchange test sets to address SAFs. Consequently, little reduction in the area

overhead is observed. In S-Model, the SAFs are addressed in interswitch channels only and
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Table 3.20: Comparison of Test time (clocks) vs. Test Models.

N/w Size | 2x2-Model [38,39] | S-Model [6,7] | H-Model | OE-Model | D-Model
2x2 30 88 120 22 33
3x3 120 198 200 22 55
4 x4 270 352 280 44 7
9 XD 480 550 360 66 99
6 x6 750 792 440 110 121
TxXT 1080 1078 520 132 143
8 x 8 1470 1408 600 176 165
9%x9 1920 1782 680 220 187

10 x 10 2430 2200 760 286 209
11 x 11 3000 2662 840 330 231
12 x 12 3630 3168 920 396 253
13 x 13 4320 3718 1000 462 275
14 x 14 5070 4312 1080 550 297
15 x 15 5880 4950 1160 616 319

a TM takes 9-12% area. But, local channels are likely to be affected by the faults. The TM
block needs additional logic gates to handle sufficient test sets thereby increasing its size to
15-17%. Tt is still 24.17-31.58% larger than the proposed TM. In H-Model, one channel-wire
is taken at a time. Therefore, a TM takes few additional gates yielding 15.89-23.84% more
area overhead. The TM blocks used in OE-Model and the proposed D-Model are alike. No

benefit is gained in terms of area overhead metric.

3.9.2 Benefits in Test Time

In the on-line mode, a part of an underlying NoC called subnet is kept busy in testing its
channels while rest of the network can be used to transmit packets. The selection of suitable
subnets determines the number of test rounds which is completed in few test iterations.
Again, these iterations incur the T;,,, total test time (cost) in addressing the underlying
channel-faults. The number of test iterations and corresponding test time (clocks) needed to
address channel-SAFs by the prior models on the M x N networks are provided in Tables 3.19
and 3.20, respectively. An improvement in test time of the proposed D-Model over the prior
models on these networks is provided in Table 3.21. In 2 x 2-Model, basic test configuration is
iterated on larger M x N mesh NoCs resulting (M — 1) x (N — 1) test rounds. Each round is
completed with the single iteration where each test packet from test source is analyzed after
traversing four hops. All four routing paths in the 2 x 2 neighborhood are put to test that
takes 30 clocks. Apparently, though the model gains by 3 clocks over the D-Model but its
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Table 3.21: Improvement (%) on Test time (clocks) by the proposed D-Model over existing test models.

N/w Size | 2x2-Model [38,39] | S-Model [6,7] | H-Model | OE-Model
2x2 - 62.5 72.5 -
3x3 54.17 72.22 72.5 -

4 x4 71.48 78.13 72.5 -
5 XD 79.38 82 72.5 -
6 x6 83.87 84.72 72.5 -
TxXT 86.76 86.73 72.5 -

8 x 8 88.78 88.28 72.5 6.25
9%x9 90.26 89.51 72.5 15
10 x 10 91.4 90.5 72.5 26.92
11 x 11 92.3 91.32 72.5 30
12 x 12 93.03 92.01 72.5 36.11
13 x 13 93.63 92.6 72.5 40.48
14 x 14 94.14 93.11 72.5 46
15 x 15 94.57 93.56 72.5 48.21

(2 x 2-Model) application on a 2 x 2 network becomes equivalent to an off-line test application
since all channels are put to test. In the place, OE-Model that selects a neighborhood of
16-nodes in a test round may be preferred. The approach then saves 26.67% test clocks. In
S-Model, each test round is equivalent to a subnet that consists of a node and its neighbors.
Every round is completed in two iterations. In the first iteration, all outgoing channels while
incoming channels of a node in next iteration are tested. Thus, the number of test iterations
obtained by this test model on a network of N nodes is 2N. As seen in Table 3.21, the
proposed D-Model improves test clocks by 62.50-93.56%. Although, the H-Model and the
D-Model has addressed channel-SAFs on the same number of test iterations, yet the later
model saves 72.50% test clocks over the former model because its test mechanism applies
every test bit from the test sets serially. Apparently, the OE-Model takes fewer test clocks
over the D-Model for the networks up to 7 x 7 dimensions. On the contrary, application of
the OE-Model on smaller networks (of size up to 4 x 4) has no longer remained in the on-line
test mode. The reason is that the basic test subnet (test round) in the approach consists of
a neighborhood of 16 nodes. Thus, the number of test rounds on a network of N nodes is
~ [N/16] resulting ~ [N/8] test iterations. However, for larger networks, the model becomes
time-inefficient. The proposed D-Model, for example, improves test clocks by 6.26-48.21% on
the 8 x 8 — 15 x 15 networks. Therefore, the D-Model becomes faster up to 16x in terms of
test iterations and save test clocks up to 94.57% over the prior models on a set of networks
described in Table 3.12.
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The 2 x 2-Model does not fit on a network other than meshes, for example, octagon
network. In the place, P-2 x 2-Model can be employed where every interswitch channel and
its adjacent local channels are put to test in an iteration. Since test packets are analyzed after
traveling three hops, the time per iteration becomes 23 clocks. So, the addressing channel-
SAFs on a basic octagon NoC take 552 clocks resulting 88.04% more than that of the variant
of D-Model. Other test models can also be applied to the octagon network. Subsequently,
176, 200 clocks are taken in this network by the S-Model and H-Model resulting 62.50%, 67%
more test time overhead, respectively than the proposed solution. Note that, the OE-Model
though takes only 22 clocks but the test application as mentioned earlier, is no longer in the
on-line mode. Thus, the variation of the D-Model becomes 4 x faster in terms of test iterations

that saves test clocks up to 62.50-88.04% on the octagon network.
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3.9.3 Benefits in Channel Errors

The manufacturing defects in channels put on-chip communication architectures into different

system-level failure modes. Depending on the type of faults experienced in the channels, these
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failure modes are observed. For example, the failure modes due to channel-SAFs are described
with corruption, misrouting, and dropping of packets. Consecutively, these modes are realized
in terms of errors in channels that affect the application packets. The substantiality of the
errors that produce infected packets depends on the size of SAFs experienced in channels of
a routing path. An NoC architecture should embed a post-manufacturing test mechanism
to address these faults. It is necessary for a fault-tolerant routing algorithm that uses the
diagnosis results to tackle a faulty channel of a routing path. Furthermore, the number of
test rounds, as well as test iterations per round, may bring more infected packets. Because
application packets get more chances to enter a test region where channel-SAFs are assumed
to exist. Figures 3.24, 3.25, and 3.26 manifest the infected packets due to channel-SAFs as
the channel errors. The manifestation is observed by applying a set of test schemes including
the proposed D-Model on the 2 x 2-15 x 15 networks. For example, when the 2 x 2-Model is
applied, 14.78-38.10%, 14.03-18.74%, 18.13-29.57% of the injected packet flits are observed

respectively as payload, misrouting, and timeout errors which are noticeably more than as
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proposed D-Model over existing test models. the proposed D-Model over existing test models.

3.9.4 Benefits in Performance Overhead

The effects of channel-SAFs are realized in the shape of errors which significantly affect
the performance characteristics of NoC-based communication systems. Simultaneously, the
effects become more evident with the number of test iterations along with other routing
constraints. Higher is the number or more is the test time taken in an iteration, worse is
the NoC performance degradation/overhead. Here, the performance characteristics in terms
of packet latency and energy consumption are observed by conducting system simulations.
The simulations are done to evaluate the prior test solutions on the networks characterized in

Table 3.12. As a result, one may be acknowledged of the superiority of the proposed solution
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over the prior approaches. Figure 3.27 refers the packet latency degradation of the prior
models over the D-Model. In the on-line mode, multiple incoming application packets have
to wait at a node currently busy in testing its channels and the arbiter unit does not release
the packets on the channels until the node has left the ongoing test mode. As a result, the
latency of a packet is increased. For example, when the 2 x 2-Model is applied on a 2 x 2
network, packet latency on average is 15.11% more and the parameter degrades to 33.19%
whence the model is applied to the 15 x 15 network. Likely, sequencing the simulations by
the S-Model, H-Model, and OE-Model on the network sizes ranging from 2 x 2—-15 x 15, one
may expect, respectively 16.22-40.40%, 10.12-18.89%, and 5.43-13.26% more packet latency.
The deterioration in energy consumption for the prior methods is shown in Figure 3.28. As
mentioned, applications duly wait at a node before forwarding on a channel till its testing is
over. In this period, network resources are utilized to hold the packets at the node as well
as preceding packets on the routing path. The energy consumed by a packet flit is just like
the latency is increased. For example, 10.03% and 33.53% more energy are consumed by an
application of the 2 x 2-Model on 2 x 2 and 15 x 15 networks, respectively. Subsequently,
applying the S-Model, H-Model, and OE-Model on the set of 2 x 2-15 x 15 networks, it can be
observed that the proposed D-Model consumes 13.57-46.52%, 12.26-19.68%, and 6.41-10.90%

energy less than those prior models.

3.10 Limitations

So far the discussion, the proposed test scheduling has ensured that any M x N network can
be tested for channel faults by the M + N — 1 test iterations. Whereas, other networks in
one scheduling method are modeled to an M x N matrix that results in M + N — 1 test
iterations. Finding the number of test iterations on these networks can also be found by the
graph coloring problem treated as another scheduling method. In this case, the result is nearly
same as found in the former method. Thus, the parameter M + N — 1 can be considered as
the number of test iterations on a network in general. In the previous section (Section 3.9), it
is noticed that the proposed test solution conveys various benefits in terms of different quality
metrics over a set of prior works. One can consider it as a low-cost and fast test scheme for
addressing the channel stuck-at faults in on-chip communication systems. At the same time,
the proposed scheme scales to large size general NoC systems and the property is ensured
by executing the I-step test algorithm on activation of diagonal nodes in a test iteration.
However, the proposed test scheme induces a few pitfalls with reference to the test iterations

and associated overhead.

e Test Iteration: With the increase in the network size in terms of nodes, the M 4+ N —1

increases.

e Test Time: Each test iteration takes few clock cycles before shifting to the next
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iteration. Subsequently, the test time is raised with the increase in the test iterations

as defined in Equation 3.17.

e Performance Overhead: This test time has the significant impact on the network
performance while a component of the NoCs is in the on-line test mode and results in

the performance overhead which may include latency, energy consumption, and so on.

e Test Energy: The approach should also focus on the energy dissipated during testing

of the channels for stuck-at faults.

Therefore, the proposed test model, in spite of the fact that it is advantageous to many
works, needs to be improved through the reduction in the number of test iterations for the

sake of quick detection of channel faults and improving the network performance degradation.

3.11 Conclusion

The proposed work in this chapter has been exclusively dedicated to present a scalable and
time efficient on-line test solution to address stuck-at faults in the on-chip communication
channels, i.e., the channels of NoCs. Both SAO and SA1 faults have been considered on the
channels shared by a router pair as well as a router and core pair. Further, these faults have
been assumed in data, control, and handshake wires of a channel. Through detection, the
proposed 1-step test algorithm has ensured the health status of the channels. The diagnosis
has identified the faulty wires. This advanced knowledge about the channel wires can be
exploited by a fault-tolerant mechanism or any channel repairing mechanism so that the yield
and reliability in the networks can be maintained. Therefore, application packets in advance
can be prevented to become corrupted or misrouted due to a faulty channel. Multiple instances
of the test mechanism are allowed to execute in parallel at the nodes which are located
in the diagonal positions. For this reason, the proposed test scheme has been pronounced
as the diagonal model. Experimental results have demonstrated the effectiveness of the
proposed test solution by its application on various networks. The evaluation has revealed
that the implementation of the proposed solution incurs little hardware area overhead and can
provide coverage metrics up to 100%. The on-line evaluation has demonstrated the network
performance with various system-level failures. A comparison study between a set of prior
works and the proposed solution grows interests on the acceptability of the diagonal model.
However, this diagonal model shows a basic disadvantage that the number of test iterations
depends on the number of odd and even diagonal levels in NoCs. Again, these odd and even
diagonal levels are determined with respect to the size of an NoC. Therefore, performance
overhead associated with the number of test iterations may be enhanced while the network
size increases. In the next chapter, this limitation is targeted at addressing the open faults in

channels of the on-chip communication networks, i.e., NoCs.

106



Chapter

Maximal Connectivity Detection in

On-Chip Communication Networks

4.1 Introduction

The rapid technological advances over the past decades have transferred the embedded
systems to multicore architectures like contemporary CMPs or multiprocessor systems-on-
chip (MPSoCs) in order to largely support various intensive-computing complex applications
and high-performance communication. Current trends also reveal that multicore architectures
are more in demand to support communication in future CMPs as they meet high-performance
requirements, such as low energy consumption, high throughput, and low latency [175,176].
However, with increasing processing elements termed as [P cores, the on-chip communication
is considered to be one of the major performance bottlenecks in SoC-based architectures
because of their inability to meet the rapidly increasing performance demands. Consequently,
NoC-based SoC architectures, such as Intel’s 80-Core Teraflops Research Chip [177], iMesh
NoC of Tileras TILE64 [90] are considered as the prevalent interconnection networks for
future many-core on-chip communication systems [152]. Interconnect and transistor wear out
resulting from CMOS scaling leads to a shrinkage in the feature size of the chips. The shrinking
nature shortens the lifespans of NoCs in the CMPs and MPSoCs. Because, the permanent
faults due to manufacturing defects, process variations in the basic NoC components, e.g.,
communication channels, unfortunately, increases the probability of channel failures or even
the breakdown of the whole NoC-based system. For instance, placements of wires in channels
in NoC layouts make the wires susceptible to manufacturing open (also known as cut) faults.
Consequently, these channel-open faults (COFs) have great importance on the NoCs from
system’s reliability and performance point of view. When the communication channels

experience open faults (that may disconnect the source and destination), the best effort
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delivery, one kind of network service [64], by a routing mechanism cannot persist minimum
performance on the NoC system.

The NoCs as the on-chip communication networks consist of the integration of the
IP cores, routers and communication channels. Various issues regarding design complexity,
synthesis, advantages, challenges of an NoC architecture have been discussed in [36,51,152].
The channels are either shared by routers only or routers and their local cores. Accordingly,
the channels are categorized into interswitch and local channels. These basic building blocks
are interconnected in different ways that outcome in terms of topologies. Frequently, 2D-
meshes are the most used NoC topology to academics, researchers, and industrialists (Intel,
Tiler, Alteris) due to simple floorplanning, and regularity in designs. In a topology, each
router has five I/O ports which are connected to channels in the direction of north (N), east
(E), south (S), west (W)) and local (L). The I/O ports in the first four directions are used to
connect neighbor routers via interswitch channels while the last 1/O or local port is connected
to its dedicated core via the local channel. Figure 4.1 represents a general architecture of a

5-port router and its connection with the core.

Figure 4.1: Abstract representation of an NoC node and a channel. R;,C; are a router and its core, respectively.

N; <+ (R;, C;) is node. NI; is a wrapper that wraps the Cj.

A set of n metallic wires is shaped to a channel in NoC architectures or simply termed
as an on-chip communication channel. The wires in a channel whether interswitch or local
are classified into (i) control wires (CWs) allotted for transporting control information like
packet header, packet trailer, (ii) data wires (DWs) allotted for data delivery, and (iii)
handshake wires (HWs) responsible for transporting handshake information like “ack, val”.
Now, the increasing demand of high-performance computation and communication for modern
applications is met by increasing the number wires in channels in addition to the ever-growing
number of cores and resources per chip. With continued technology scaling, designers have
observed a variability in performance and reliability due to the susceptibility of metallic
interconnects to many faults, such as open faults. Future prediction also reveals that 10% of
the designs (that is increasing in nature) will be found to be defective [152,176]. Therefore,
the system reliability and network performance are supposed to be threatened largely by

these interconnect (channel) open faults and are becoming a more critical requirement in
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NoC-based designs. This chapter exclusively addresses these issues via testing of the on-chip

communication channels for open faults.

Rest of the chapter is organized as follows. Background of the current work is discussed in
Section 4.2. The motivation behind and multiple contributions to this work are mentioned in
Section 4.3. Proposed test mechanism followed by a convenient test scheduling are discussed in
Section 4.4 and Section 4.5, respectively. Section 4.6 evaluates the proposed test model. The
model scalability with respect to channel width and network size, and portability with respect
to network type are demonstrated in Section 4.7, and 4.8, respectively. Multiple benefits of
the proposed model than the existing models in the form of detailed comparative study is
analyzed in Section 4.9. Limitations of the proposed approach are discussed in Section 4.10.

Section 4.11 concludes the chapter.

4.2 Background

Since last decade, the NoC architectures are witnessed as the better communication
infrastructures as compared to SoCs. However, like all SoCs, the components, such as
high bandwidth on-chip communication channels must also be tested for faults, for instance,
open faults [175]. To cope up with the current technology trends and prevent enormous
packet loss with adequately keeping the NoC performance and maintain system reliability,
the following three approaches are generally practiced whence NoC channels endure faults.
The first approach is to design a test mechanism with the capability in detecting faults on
channel-wires and diagnosing them to identify faulty wires in the channels under test [28|.
The second approach is to use inherent redundancy of the NoCs that keeps spare wires. In
order to tackle open faults in channels, the faulty wires from a channel are replaced by spare
wires. The approach is termed here as the replacement methodology that targets “not to allow”
any fault on a channel wire. Though this replacement technique is able to deliver application
data reliably on the channels, however, such scheme is not cost-effective because a limited
number of spare wires may not be in the position to replace all faulty wires and subsequently
reach the expected performance level. Thus, as many spares wires are included in the NoCs,
the area overhead is proportionately increased [144,145]. Third approach says to exercise a
fault-tolerant routing algorithm [26,46,102,152-154,178|. A fault-tolerant routing that “allows
to accommodate” faults on channel wires, directs network traffic (application data packets)
over faulty channels, if any on the routing path, by avoiding their faulty wires or diverts the
traffic route to a new routing path from a router whose intended outgoing channel in the
old routing path seemed to be faulty. However, it might not be guaranteed that there will
be no packet loss on exploiting the non-faulty part of a faulty channel. Because traveling
traffic on non-faulty part usually utilize comparatively low communication bandwidth. As a

result, packet latency on average gets increased. On the other hand, if a faulty channel is
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completely avoided by the selected fault-tolerant routing, frequent diversion of traffic may be
experienced on every faulty channel found in the new routing path. The literature states that
most of the fault-tolerant approaches do not address a test mechanism for channel-faults [6].
Also, the replacement technique can only be executed upon the availability of the set of faulty
channels and their faulty channel wires. Therefore, the knowledge of the identified faulty
wires in channels is a prerequisite to a replacement as well as fault-tolerant scheme prior to
their execution. This chapter focuses on the first approach that includes investigating a cost-
effective on-line test mechanism for analyzing open faults on on-chip communication wires,
i.e., channel-wires in NoCs so that the diagnosis information may be taken in a fault-tolerant
routing or reused later by a replacement technique in order to maintain system reliability,
network performance, and improve production yields.

It has been seen that typical in-field test methods work by simply stopping an ongoing
application and then allow the testing of channels for possible failures. For the mission-
critical systems, the ongoing application, however, cannot be interrupted [44]. The ideal
solution is the application of a test mechanism in the on-line mode where a part of a network
(NoC) is kept in the test mode for possible channel failure while rest is in the operational
mode. However, incoming application packets may have to halt at a router till its outgoing
channels (that need to transport the packets) are released from the ongoing testing. Thus,
the test mechanism presented in this chapter is not only applicable at the normal mode but
also at the test mode of the network. As seen so far in the literature, the prior schemes
have several drawbacks that can be classified into following a set of quality characteristics:
test area overhead reduction, test size reduction, test time minimization, high fault coverage
achievement, and performance overhead reduction. It is, therefore, necessary to consider an
improved strategy for the analysis of a channel fault, here open fault, so that these quality

parameters can be improved.

4.3 Motivation, Problem Formulation, and Contributions

NoCs need to survive to manufacturing channel faults, such as open fault. An effective testing
strategy that implies a fast and scalable built-in self-testing and self-diagnosis procedure
for open faults in NoC channels are not only important from the system reliability and
yield improvement point of view but are also significant for the network performance [179].
Communication channels are a significant part like cores, router on an NoC and deeply
embedded across the chip of a die. Subsequently, poor observability and controllability
characterize these channels. In an NoC-based many-core or multi-core communication system,
open faults like other manufacturing faults in the channels should be addressed in order to
properly analyze their effects with low test cost (in terms of test time, test area overhead,
performance overhead, etc.) and prevent the disconnectedness between communicating nodes

while running an application. Thus, it is mandatory to protect the system from such faults
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(COFs) for the above-mentioned issues. These reasons have motivated to devise here an
efficient on-line test mechanism that is dedicated to accounting open faults on control,
data, and handshake wires of unidirectional channels in NoCs. The mechanism like an
autonomous test system on the basis of a built-in-self-test module is encouraged for the test
of manufacturing open faults. The proposed test algorithm detects open faults to ensure the
health status of channel-wires and diagnoses them to separate the faulty channel-wires. An
open fault in channels of a routing path may influence in disconnecting the connection between
sender and receiver nodes, the test algorithm is thus used to find maximal connectivity in
the NoCs in terms of the number of correct wires in a channel. In addition to testing the
channels of a node, nodes in the NoCs are scheduled from their corner positions appearing
during concurrent execution of an instance of the test algorithm. Such test execution policy
is said to be expedited by the 4-corner principle. The proposed test scheduling is considered
as an optimization problem that should satisfy many constraints, such test time, system
performance improvement, etc. Such scheduling, as later will be seen, significantly reduces
the test time and consequent performance overhead taken to detect an open fault in NoC
channels. Also, it makes the current solution scalable with respect to NoCs in terms of size and
channel width, and adaptable with respect to network type. In one statement, the proposed
test solution scales with all NoCs in general. It is also seen that the current solution takes
same test time at little test area overhead while the channel width on a network increases.

Experimental results report that the implementation of the test mechanism incurs small
hardware area as the test area overhead in a node and needs fewer clocks as the test time for
addressing the channel open faults. On one hand, it is seen that test area overhead is as much
as nearly 7.87% with respect to commonly used routers. On the other, it is seen that the
test time per iteration is 8 clocks only. Next, fault simulation has detected all modeled open
faults resulting 100% coverage metrics. In fact, even when multiple open faults per channel
wire are considered, the capability of fault detection by the proposed scheme is always same.
Channel open faults have considerable effects on the performance degradation in the NoC
systems due to huge packet loss. For example, general performance metrics like throughput,
packet latency, and packet energy consumption are directly disturbed. Simulations using
a cycle accurate simulator are done to demonstrate the on-line evaluation of the proposed
test solution with respect to these common performance metrics. These NoC performance
characteristics are observed at large real like synthetic traffic. Present test solution provides
many direct benefits. Simulation results are also compared with a wide range of prior works
with respect to the proposed test solution. In comparison to prior works on a selected set
of networks, the present scheme reduces hardware area overhead by 35.36-67.73%. At the
same time, it reduces the overall test time by 96.43% and becomes 28 x faster. Further, the
proposed test scheme on performance overhead indicates that packet latency is reduced by
about 5.83-42.79% and energy consumption is lowered by about 6.24-46.38%.
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Thus, main contributions in this work are summarized as below.

A. Maximal connectivity testing through detecting and locating open faults in channels of
NoC architectures. The detection mechanism shows the presence of the fault on a channel
wire and thus ensures the health status of the wire in terms of faultiness or non-faultiness.
On the other hand, locating an open fault on a channel wire results to a set of all faulty
wires in the corresponding channel. Later, this diagnostic information might be exploited
by a fault tolerant routing scheme to reconfigure a routing path in a way that it can

maximize the utilization of a faulty channel in the routing path.

B. A convenient test scheduling scheme that minimizes the test time to a lowest possible
value. It is achieved by executing the test mechanism at the nodes that are identified by

the 4-corner principle on an NoC architecture.

C. Evaluation of the proposed test solution with respect to various quality parameters: test
area overhead, test time, both test and fault coverage metrics, and network performance

metrics on a set of selected NoC architectures.

D. Establishment of the scalable property of the proposed solution on a network independent
of its size, and channel width. A larger network and a network with higher channel width

are demonstrated independently.

E. Establishment of same test time which is independent of channel width on a network. It
illustrates that the proposed test mechanism incurs same time while the channel width

varies.

F. Establishment of adaptability property of the proposed solution on a network independent

of its type. In this case, the proposed test scheme is illustrated with an octagon network.

G. Analysis of various benefits offered by the proposed solution in reference to many quality

characteristics including packet loss, packet latency, and packet energy consumption.

4.4 At-Speed Test Mechanism

Due to the packet loss nature of open faults in on-chip channels, these faults must be tested at
the functional speed of chips. Therefore, it is mandatory to provide an on-line test mechanism
to detect and diagnose open faults on channel-wires and analyze their impact on the network
performance. In the test mode, a subset of channels in an NoC architecture undergoes open
fault testing while rest of the network is assumed to be operational. Execution of the test
mechanism at the nodes needs testers, each of which has the capability to apply and verify test

data for channel’s open faults. In addition to exercising the test data, these test infrastructures
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(testers) take advantages of the fault model that replicates possible instances of open faults
in a channel. Before describing the corresponding test mechanism, it is better to first present
a suitable open fault model and packet loss behavior of the faults followed by associated test

infrastructures.

Definition 4.1. A fault is defined as “a physical defect, imperfection, or flaw that occurs

within some hardware or software component”.

Definition 4.2. An open fault also known as a cut fault is a common logic level manufacturing
defect that breaks a channel-wire li; 1 < k < n into one or multiple segments. It is denoted by
the symbol f,.

Definition 4.3. The channel width n defines a set of n number of single bit metallic wires.

Definition 4.4. A channel wire I, may experience an open fault at single or multiple positions.

Each faults is treated as its instance f,.

4.4.1 Open Fault Model

Like other manufacturing faults (e.g., stuck-ats), opens are the permanent faults often
experienced on channel-wires due to wear-outs in NoC-based communication architectures
and have a permanent disrupt. This permanent disrupt is also treated as one of the major
defect mechanisms on this component (channel). A portion of a metalization channel layer
becomes disconnected due to the unintended breaks. Network traffic in terms of packet flits
is transmitted in electrical signals on channels. As a result, these signals are discontinued on
the opened channel wires [180]. In this work, open faults in NoC channels are treated as the
manifestation of the open faults traditionally followed in VLSI circuits. One can freely reuse

an existing open fault model discussed in [113-115,181| considering a channel configuration.
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Figure 4.2: Representation of open faults in the channel (R;, R;) .
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Figure 4.2 demonstrates a high-level representation of open faults on the wires of an
interswitch channel shared by the pair of R;, R; routers. An open fault is denoted by the
symbol f, on a channel wire ly;1 < k < n = 8. As it is well known that an open fault can
break a channel wire into multiple segments, the fault successively exists at multiple instances
on the wire. The f, represents ¢ instances of open faults on a wire. For example, the wires
Iy, l3 experience single (f, = 1) and double (f, = 2) instances of open faults, respectively.
Equations 4.1, and 4.2, respectively enumerate O.p,, Opnoc, the size of open faults in a channel

of n-bit width and an NoC architecture having #Ch unidirectional channels.

O = I X fy (4.1)
k=1
ONoC = Och X #Ch (4.2)

Definition 4.5. Intra-gate open faults are the manufacturing defects that have self-supported

infinite resistance and disconnect a charge/discharge path to the gate output

Definition 4.6. Inter-gate open faults are the manufacturing defects that leverage signal

propagation on a channel.

Definition 4.7. Resistive open faults occur on a channel wire when they partially affect the

wire.

Definition 4.8. Complete opens are the open defects that are “hard” to predict at the router

over a channel even though the signal strength transmitted is high.

An open fault as a manufacturing defect in the logic level is classified into two types-
intra-gate and inter-gate opens. Inter-gate opens are further sub-categorized into resistive
and complete opens [115]. In the case of resistive opens, packet flit still passes through the
wire because of the tunneling effect. However, the signal strength is very weak due to narrow
open defect. Sometimes, resistive opens for the reason are termed as weak opens. It is noted
that most of the open faults belong to the inter-gate type. It can be noted that a high
percentage of these faults furthermore is considered as complete opens [113,181,182]. In this
work, complete opens as channel-open faults are considered. Application data in terms of
packet flits are lost while a channel wire [, experiences an open fault. It does not matter
whether the open appears in single or multiple instances since the effect in both cases is same.
Since the effect of an open fault is independent of the f,, it suffices to assume single instance,
i.e., f, = 1 per channel wire. For example, an n-bit channel has n opens. An open fault,
e.g., fo disconnects two routers R;, R; over a faulty wire lo. One wire segment connects to
the R; which is called here stable router. Another segment disconnects the R; from the R;.

This R; is called as floating router. Being a flit signal is lost on a faulty wire and hard to
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predict at the floating router, one can model an open fault to a stuck-at-0 (SA0) or stuck-at-1
(SA1) fault for the wire. For the reason, an open fault is often regarded as a stuck-open fault.
Then every flit in the logic of floating router is received with “0” or “1” while a channel wire
becomes faulty with the stuck-open fault. Before forwarding a packet, floating router discards
the faulty flit from the packet. Here, this lost packet flit is denoted by the symbol “X”.

4.4.2 Packet Dropping: A System Level Failure

NoC-based systems with high-speed communication channels provide many quality-of-services
(QoSs). However, faults in channels lower the efficiency of NoCs as well as prevent such
architectures from their correct functionalities due to failures resulted by them. For example,
when a channel-wire experiences an open fault then any packet flit sent over it is dropped /lost
due to non-receiving of the flit at the router/core over the faulty channel. Therefore, the fault
puts an NoC into the system level failure mode called packet dropping (loss). An on-chip
channel consists of control, data, and handshake wires. Depending on the location of the
fault in a channel, such packet dropping mode is divided into two types — partial and full.
The partial packet dropping mode occurs when a data wire (DW) [, experiences an open fault.
Since packets in NoC system are transmitted in terms of flits then only information on the
Iy, is lost without affecting rest part of the packet. A handshake wire (HW) transports “val”
and “ack” signals of a packet that report receiving of the packet. If I, (a handshake wire) is
affected by an open fault, then no “val” and “ack” flits are received at the source. In spite
of the receipt of a packet, the source may initiate retransmission of the packet. Like data
wires, the failure mode due to open faults in handshakes wires is realized in the form of partial
packet dropping. The full packet dropping mode occurs when a control wire (CW) experiences
an open fault. If the faulty [ is a control wire that is dedicated to carrying the packet header
flit (beginning of packet (bop) signal), then no routing path is set up between the stable and
floating elements (router, core) over the l. If any attempt is made to transmit a packet via
the channel including this faulty control wire, then the whole packet is lost due to the loss
of the packet header on the wire and since rest of the packet flits follow the header flit. If
the faulty [ is a control wire that carries packet trailer flit, then also the end elements over
the I never receives the flit, i.e., end of packet (eop) signal. The whole packet is naturally
lost. As many as faulty control wires appear in a routing path, packet loss is correspondingly
increased. In addition to packet loss caused due to faulty control wires, the effect can be
enhanced with a packet timeout error. A timeout error occurs when the receiver never has
the packet trailer within a predefined time period despite the fact that trailer carrying channel
wire is correct. Various reasons, such as channel width, packet size, routing strategy, traffic
size in the network result in the timeout error. Collectively, degraded network performance

is observed for a regular application at the runtime.
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4.4.3 Test Infrastructure

Figure 4.2 demonstrates an abstract representation of open fault model on a communication
channel and the set of all opens that lead to the packet loss. The communication
channels whether interswitch or local in an NoC architecture are broadly classified as either
bidirectional or unidirectional. Test requirements and implementation for open faults in
channels accordingly differ. However, it is seen in practice and literature that most of the
NoC channels belong to the second class. One reason includes the simple implementation of
test modules (TMs) as self-test structures for channel faults, such as opens. Open faults in

this chapter are considered in unidirectional channels.

AO or A1 Stuck-open
Generation TRA Detection
¢ FDM
AO or A1
Organization 10
¢ TSG
Partial and Full
AO or Al TPG/I-TPG Packet Loss
Transmission Reporting

Figure 4.3: A general view of test module for addressing open faults in channels.

A high-level representation of a TM architecture is shown in Figure 4.3. A TM
architecture consists of a pair of test pattern generator (TPG) and response analyzer (TRA)
which are treated as the channel testers. The pair is granted as the basic building block to
run the proposed test mechanism and suffices for addressing channel-opens. In order to lower
test cost and performance overhead, the TM is implemented inside both core and router of a
node. Noted that the TM complies with router’s as well as core’s logic. The TPG whether
in a core/router generates the test sequence, header, and trailer information followed by
their organization into a test packet. Additionally, the TPG launches the test packet on the
channels under test from sender side of the channels. The core-TPG as the transmitter side
Tz, therefore, unicasts the test packet on the local channel from the core to its linked router
where the TRA as the receiver side Rx receives the packet. At the same time, the router-TPG
as the Tz in the node multicasts the test packet on the interswitch and local channels to its
neighbor TRAs (located in the dedicated core and adjacent routers). Consequently, the TPG
of the router is made stronger by integrating additional circuit block. One can treat this
integrated TPG (I-TPG) unit like a multicast wrapper unit (MWU) [3]. The TRA at the Rx
inside a core/router verifies the responses (received test sequence) in addition to receiving the
test packets. The verification is done to detect an open fault on a channel-wire as well as to

identify a faulty channel-wire.
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Table 4.1: A typical packet organization with Al test pattern for detecting the struck-open fault in a channel.

Header | Payload Flit | Trailer
Flit Al Flit

Open faults at the run-time are detected and diagnosed by receiving and analysis of test
packets. In this work as mentioned, channel-opens are modeled to corresponding stuck-at-0
faults. These faults can be exercised by the single test sequence namely All-One (Al). The
test set is sufficient to detect all open faults in a channel. The raw set is generated by the core
and router TPG units and is then packeted by adding header and trailer information. The
credit-based wormhole switching is used to organize the raw Al test set into the test packet.
Every packet in an NoC has three fields- header, payload, and trailer. The Al sequence is
fragmented and placed in these fields in order to subsequently detect open faults on control,
data, and handshake wires of a channel. A typical test packet organization for a channel is
shown in Table 4.1. The packet size whether data/test depends on several parameters, such
as network type, routing strategy, etc. But each flit in the packet has the same length and
equals to the channel width. The test packet determined at the core and the router of a node
is same with the basic difference in the header information. Because of unicast and multicast
of the test packet from the core and the router of the node, the packet header in the former
case contains the address of single destination while the field carries the address of multiple

destinations in the latter case.

4.4.4 Testing of Opens in Channels from a Node

This subsection presents a general test algorithm which is capable of detecting and diagnosing
open faults in on-chip communication channels. Using the functional mode of an NoC, a
channel-subset is considered under test in a test iteration. Note that the test algorithm for
a n-bit channel in the selected channel-subset is executed in the sequence of DW, CW, and
HW wire-sets. The channel-open faults can be exercised by using single n-bit A1l test pattern.
This test sequence is organized into a test packet and is applied on these wire-sets so that
all modeled faults are detected. The test algorithm presented here is dedicated to addressing
channel’s open faults. The algorithm applies the test bits of Al sequence in parallel on all
wires of the channel. For the reason, this testing algorithm is named as the 1-step algorithm.
During testing of the channels from a node, one instance of the test algorithm is executed
at the core while another instance of the algorithm is run at the router of the node. Every
instance whether at core/router exercises only one test packet that is supported with the Al
sequence. First, sufficient Al pattern is placed in the payload flit of the test packet for DWs of
the channel. The header and trailer are mandatory to be applied. Payload follows the header
and is followed by the trailer. These header and trailer fields are supported with additional
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A1 test bits which are exercised for open faults in CWs. In this case, the “bop” and “eop”
signal bits are taken care with the A1l test bits. In case of testing the HWSs, another additional
A1 test bits need to be considered and placed as “val” and “ack” signal bits of the test packet.

The basic principle of the I-step test algorithm is worked out by channel testers in
two phases. In the first phase, application of the test packet that contains sufficient test
information to detect an open fault on all wires of a channel under test. In the next phase,
the analysis in terms of verification of the received packet called as test response. The analysis
is required to detect an open fault on a wire and identify the faulty wires in the channel. The
TPG and TRA architectures at Tz and Rz sides, i.e., terminal stable and floating elements
of the channel under test takes the whole responsibility of the testing process using single test
packet. The local channel from a core connected to its dedicated router is tested by sending
the test packet using the TPG at the core. The test response is analyzed by the TRA in the
connected router. On the other hand, the channels (interswitch and local) from this router
are tested by transmitting the similar test packet to its dedicated core and neighbor routers.
The test response at the receivers is analyzed by the respective TRAs. Note that the test in
both cases is carried out at NoC’s functional clock-speed, i.e., every flit of the test packet is
transmitted through a channel in one clock. Once, the test packet is received at the TRA
over a channel, an open fault can be detected by the unit. For instance, if any DW suffers
from an open fault, then the TRA’s logic receives logic-0 over the DW. Therefore, an open
fault is detected. As the flit on the wire is to be dropped during application, the TRA’s logic
then treats this logic-0 as a “X” in the received payload flit. The TRAs otherwise receive
same payload flit as it is sent. Thus, the state of faultiness or non-faultiness of the DW is
established. Faults affecting CWs and HWs are tackled in a similar way. The CWs of a channel
is responsible for transporting the packet header and trailer flits. If these wires are affected
by open faults, the TRA over the channel accepts delivery of modified either header/trailer
or both. Therefore, the whole packet during an application must be dropped in the router
instead of forwarding it as affected by open faults.

Detecting of the open faults for a channel is not enough. Because the permanent fault like
an open fault results in frequent traffic loss in the system leading to significant performance
degradation. To address such permanent fault in a channel, the faulty channel-wires must be
identified such that a fault-tolerant routing can exercise these wires to aid system performance
and in order to improve system reliability. This necessitates the diagnosis of the response flit
for the open faults. The identification operation for opened wires is done by the pattern
checking called signature analysis that involves the verification of the response flit with local
test sequence at the TRA. The TRA collects the response flit and performs logical “AND”
operation on this flit with the local test sequence. The specific bit position containing “0”
or “X” in the result infers that the wire is affected by the open fault and is treated to be

faulty channel wire. Let the channel (R;, R;) provided in Figure 4.2 is taken for the test of
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open faults. The TPG of the R; (stable element) transmits the test packet containing the
Al sequence “1111 1111”. The response is received by the TRA in the R; (floating element).
Suppose, the wires I, lg are affected by the open fault. Then, TRA over the channel receives
the response as “1011 1011”. One can treat it as “1X11 1X11” too. This response flit is
verified with the local “1111 11117 vector already generated by the TPG in the R;. The logical
“ANDing” of these patterns as the verification operation on the response flit is provided in
Equation 4.3 and 4.4, respectively. The Os and Xs in the diagnosed patterns ensure the faulty

wires in the channel (R;, R;).

1011 1011 — Response flit
1111 1111 — Local test flit

(4.3)
1011 1011 — Diagnosed Pattern
1X111X11 — Response flit
A
1111 1111 — Local test flit
(4.4)

1X111X11 — Diagnosed Pattern

Faults in channels at runtime of the NoC are realized in terms of errors in the channels.
Unlike other channel faults, such as stuck-at faults, the open faults bring a system into two
types of channel errors. One is payload error (PE) and another is the packet dropping error.
The open faults in DWs and HWs result in partial packet loss. This failure mode is therefore
manifested to the PE. On the other hand, the open faults on the CWs whether the wires carry
the packet header/trailer, result in full packet loss. Thus, this failure mode is manifested as
the packet dropping error. In addition, a network can observe packet timeout error (TE) in
spite of the fact that no faulty channels are in the routing path. The timeout error also results
in complete loss of a packet and enhances retransmission of the packet. One can estimate the
packet dropping error due to open faults in channels with the timeout error in the network. A
simple logical operation is used to diagnose the open faults via the analysis of the test response
in the receiving side of the channel under test. The diagnosis of channel opens is performed
by the fault diagnosis module (FDM) unit in the TRA and the unit forwards the result to the
signal bit generator of the TRA called TSG. This unit declares the type of channel errors (PE,
TE) on the basis of the faulty wire type found in the diagnosed result. The TSG generates
two-bit signals mentioned in Table 4.2 to announce a channel error. For example, “01” is used
to indicate that a DW, as well as an HW of a channel that has undergone the test, is infected

by the open fault followed by its inclination to the payload error. Therefore, wires I3, lg in
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the channel (Figure 4.2) that results in partial packet loss will result in the PE if they belong
to DW and HW categories. The “11” can be used as the reserve bits to indicate an error due

to any other specific fault, such as a transient fault in the channel.

Table 4.2: The 2-bit TRA signals for the channel errors due to channel’s open faults.

Bits Error Type Wire Type
00 No Error All

01 | Payload Error | DWs and HWs
10 | Timeout Error CWs

11 Other All

4.5 Test Scheduling

The proposed test paradigm that detects maximal connectivity in an NoC-based commu-
nication architecture on addressing open faults on wires of channels basically acquires the
confidence of either faultiness or non-faultiness of the wires and then isolates the faulty wires.
A major part of the budget for manufacturing the NoC architecture is generally allocated
for the pre-manufacturing as well as post-manufacturing testing of the NoC components for
various faults. In this work, the test of on-chip communication channels for open faults is
performed that contributes to the overall test cost for the NoC architecture. The test cost
here is realized in terms of the test time incurred by the proposed test algorithm initiated at
a node and its style of the application on the NoC. As a part of larger computation that is
intended to meet high-performance communication in an NoC-based multiprocessor system,
the test time is critically important to the on-line system performance, at least in terms of
packet latency and energy consumption. Many types of research have devoted to reducing
the test time. Here, it is improved by using the 4-corner principle that initiates the test
algorithm from the corner nodes in an NoC architecture and proceeds hierarchically till no

channel remains untested.

4.5.1 Determination of Corner Nodes

The physical organization that defines the interconnection among the routers and cores is
reflected to an NoC topology. Based on the orientation of the interconnection, various
topologies, such as mesh, torus, octagon, butterfly, small world, hybrid NoC architectures are
developed [18,183|. Showing the regards to other topologies, mesh networks are preferred both
in literature and applications because of their several advantages. For example, every channel
has equal length and the NoC structure is symmetric that facilitates routing of packets. In

addition to a mesh network, nodes in an octagon network communicate by at most two hops.
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Table 4.3: Matrix representation of a 4 x 4 Table 4.4: Matrix representation of a reduced mesh

mesh/torus NoC. NoC.
Nl NQ Ng N4 Nl N2 N?)
N5 NG N7 NS N4 NB NG
Ng | Nyg | Nyp | RNy N7 | Ng | Ng
Ni3 | Nyg | Ny5 | Nyg Nig | Nyp | Nyg

Table 4.5: Different matrix representations of an Octagon NoC.

(b) Second matrix representation.  (c¢) Third matrix representation.
(a) First matrix representation.
Xy | Ry | Ny Ny | Ry | N
Ny | Ny | Ny | Ry
Ny | N5 | Ng Ng | — | Ny
N5 | Ng | Ry | Ng
N7 | Ng | - N7 | Ng | Rs

Consequently, the network provides high performance for many multiprocessor SoCs [86,87].
In this work, both mesh and octagon networks have been considered for the testing of channel
open faults. Many tools are used to demonstrate a system. For instance, the graphical
representation of the system as one of the tools helps in the easy demonstration. Equivalently,
this tool is used to select the corner nodes that initiate the test mechanism on the above-

mentioned networks.

Definition 4.9. An NoC topology is considered to be a graph G = (V,E) where V and
E are the set of nodes and channels, respectively. Thus, V = {¥; : N; «+—< R;,C; >}, and
E = {Chi : Chi — (%i,%j), Chi — (%i,ﬁi)}; i,j € N.

Definition 4.10. A node X; in an NoC is a pair of router R; and its dedicated core C;. It is
represented as N; +—< R;,0; >.

Definition 4.11. A channel Ch; «— (R;,%;) in an NoC is said to be an interswitch

communication channel when it is shared by two adjacent routers R;, R;.

Definition 4.12. A channel Chy +— (R;,(;) in an NoC is said to be a local communication
channel when it is shared by two adjacent elements where one element is a router R; and

another element is its connected core C;.

On the basis of the type of communication channels, the G is either undirected or directed
graph. Usually, an NoC system with bidirectional and unidirectional channels are represented
with an undirected and a directed G, respectively. A matrix M is often used to describe the
G. The size of this M in terms of the number of rows and columns here depends on the
number of nodes in the G. For example, the G of a P x Q mesh network can equivalently
be treated as the M[P : Q]. Each element Mpq;1 < p < P,1 < ¢ < @ in the M is a node
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Figure 4.4: Graphical representation of various NoC architectures.

of the network. Table 4.3 represents the M of a 4 x 4 mesh network (Figure 4.4a). It is very
simple to consider a node as the corner node in a mesh network. The node N; is said to be
a corner node if the N; has two neighbor nodes. Nodes N1, N4, X135, N6 in Figure 4.4a are the
corner nodes. Although corner nodes are defined in a mesh network, however, the definition
may not be fitted for other networks, e.g., octagon, butterfly, fat-tree, hybrid topologies, etc.
In this case, two simple assumptions: one for P X () networks, and another for a network with
N nodes, are made to select corner nodes using matrix representation of the networks. In the
former case, a P x () network, in general, is similarly treated as a mesh network. For instance,
Table 4.3 can be reused for the 4 x 4 torus and nodes Ni, N4, N3, N6 are the corner nodes
(Figure 4.4b). In other cases where a network does not resemble a P x ) structure, then its
nodes are organized into the M with P rows and () columns such that P x ) < N and the
P, @ are loosely related as P = Q, P = Q —1,or@Q = P —1. This relation is made for reducing
the test iterations which can be seen in the later part of this section. In spite of the fact, one
can feel free to construct the M. Each node N;;1 < i < N of the network may be considered
in row/column major order in the M. Thus, the corner nodes on the network can consider
the elements My1, M1p, M1, Mpq in the M. For instance, one can represent a reduced mesh
(Figure 4.4c) into a 4 x 3 matrix as provided in Table 4.4. Here, nodes {®1, N3, 8y, Ri9} can be

taken as corner nodes for initiation of the test algorithm. Similarly, matrix representation of
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an octagon network (Figure 4.4d) is provided in Table 4.5. As mentioned, one can represent an
NoC into different matrices. Here three ways of matrix representation of the octagon network
are seen in Tables 4.5a, 4.5b, and 4.5¢, respectively. Nodes {®1, R4, X5, X7} in Table 4.5a and
{Ry, N3, N7, —} in Table 4.5b are the possible corner nodes found subsequently on the tabular
representation of the octagon network. Note that every node in the octagon network is a
border node that has three adjacent neighbor nodes. So, M can be constructed as shown in

Table 4.5¢ and consider {R, N3, N5, 87} as the set of corner nodes.

4.5.2 The 4-Corner Principle

The NoC architectures provide the facilities of parallelism, the heterogeneity that allow
execution of multiple dissimilar applications simultaneously. Taking these advantages, the
test algorithm is considered in the on-line mode where a channel subset undergoes the test of
open faults while rest of the network may complete any application. However, an incoming
application packet has to wait at a router which is busy in testing its channels and needs to
forward the packet on a channel under test. It is the job of the arbiter in the logic block of the
router (RLB) to distinguish a test and an incoming application packet followed by halting the
application packet at the router as long as the intended forwarding channel is in the test mode.
Consequently, this tentative halt may leverage the network performance at least in terms of
latency and energy consumption. The performance degradation is additionally enhanced while
the application packet reaches the destination though multiple test iterations. It necessitates
the reduction of the number of test iterations and is done through the scheduling of nodes

driven by the 4-corner principle.

The test algorithm execution is governed by the 4-Corner principle. The principle is
stated as a variant of testing the channels for open (as well as other) faults concurrently from
four directions in an NoC topology. The objective is to complete testing of NoC channels
speedily by initiating the test algorithm with concurrent activation of multiple nodes located
at four corners. One can assume the execution of the test strategy based on the 4-corner
principle is like a multi-threaded breadth-first search (BFS) traversal [170] that starts from
four-cornered nodes of a network. Execution of the test mechanism starts from a corner node,
proceeds by exploring the nodes in next level, and finishes at some inner node. In case of
a network of higher size, the execution once finished at the corner nodes is shifted to their
neighbor nodes where the same job is performed in the next test iteration. The procedure
is continued till there is an untested channel. Note that during test execution at a level L,
TPG of a node at the level transmits test packet to a TRA of a node at the L — 1 in addition
to sending the packet to nodes in the next level L + 1. However, in order to prevent further
execution of the test algorithm by nodes at the L — 1 that have tested its channels, a status

bit is maintained at the nodes. The corner nodes on the network (either a P x Q grid or
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the network with IN nodes) are selected by its matrix representation as shown earlier. One
may assume these nodes are in four conventional directions: either at the north (N), east
(E), south (S), and west (W) or at north-east (N-E), south-east (S-E), south-west (S-W), and
north-west (N-W) in an orthogonal place. For example, nodes Wi, N3, N5, N7 in the octagon
network (Figure 4.4d) fit the former case, i.e., these nodes act as corner nodes in N, E, S,
W directions. The nodes Nj, ¥y, N3, Ri6 in the 4 x 4 mesh network (Figure 4.4a) are treated
to be located at the corners in N-W, N-E, S-W, and S-E direction, respectively. Note that
corner nodes determined with reference to matrix M representation of a network are always
assumed in the second directional case due to node locations M1, M1p, Mq1, Mpq in the M.

Although the test applications from the four directions are executed in parallel, yet a
synchronization among these executions must be maintained so that no channel undergoes
the test twice. It is possible while the channels are bidirectional and the nodes that execute
the test mechanism are nearest. For example, if the channels in the 2 x 2 network are bi-
directional then interswitch channels get tested twice. This can be tackled by initiating the
test execution in the order of the nodes My1, Mpq, M1p, Mgq1 in the directions: N-W, S-E,
N-E, and S-W, respectively. The execution order is labeled as a, b, c,d, respectively. This
sequence is called as the node activation sequence in a test iteration (Tit). The sequence of
test executions from a corner node can be demonstrated with a tree that is referred here as an
execution tree. The root of the tree represents a corner node for initiating the test algorithm
while nodes at other levels correspond to the progress of the channel testing in that direction.
Since four instances of the test application are carried out simultaneously, the completion of
channel testing on a network using the 4-corner principle may be represented by a forest. In
other words, the whole execution is represented by a forest called here a 4-corner forest. The
forest perpetually consists of four execution trees on every network.

The 4-corner principle depends on four driving factors at a router besides the proposed
concurrent activation. The factors are the number of neighbor routers, active I/O ports of a
router, pair of test packet generator (T PG) and analyzer (T'RA), and mode of communication
(simplex/duplex, unicast/multicast). The pair (I'"PG,TRA) is assumed at every router and
core for minimum performance overhead. Simplex mode is used in unidirectional channels
while the duplex mode is used in bi-directional channels. In addition, both multicast and
unicast mode of test packet transmission is accomplished by the TPG of a router and core to
their neighbors, respectively.

The proposed test algorithm begins illustration on the 4 x 4 mesh network shown in
Figure 4.4a. The test application on this network is demonstrated in Figure 4.5. As per the
4-corner principle, the test algorithm is initiated from corner nodes Ny, Rig, Ny, N13 located at
directions N-W, S-E; N-E, and S-W, respectively (Figure 4.5a). Consider the test execution
at the node N;. The TPG in router R; multicasts the test packet to routers Ro, R5 and its
core C for detecting open faults on the channels (Rj, Rg), (R1, R5), (R1,C1). At the same

124



L a c -~

2]
El
El
El

L5
:

H

N e d b,
N .
\\ /l \\\ ///
S N
Ny N4 Nis 6 N3] N1y Nis| Nig| Ni3 Nig Nis Nie
d d s

* b, b
(c) Test execution at the third

(a) Test execution at the first (b) Test execution at the second . .
iteration.

iteration. iteration.

Figure 4.5: Execution of the test mechanism driven by the 4-corner principle in a 4 x 4 network.

ONORCHO
®

(a) The execution tree (b) The execution tree (c) The execution tree (d) The execution tree

rooted at node Ni. rooted node Nig. rooted at node Ny. rooted at node Ni3.

Figure 4.6: The 4-corner forest on execution of the test mechanism initiated from corner nodes of the 4 x 4 network.

time, TPG in the core C'1 unicasts the similar test packet to the router R; for detection of the
fault on the channel (Ci, Ry). The received packet at both cases is analyzed at the receiver
TRAs which ensure the health status of the channel wires, identify faulty wires, and report
channel errors on the basis of faulty wire types in the channels. Similarly, the test execution
is accomplished by other corner nodes N4, N4, N13 concurrently with the ¥; to detect and
diagnose open faults in the channels (Ry6, R12), (R16, R15), (R16, C16), (Ci6, R16) from the Nyg,
(R4, R3), (R4, Rg), (R4, Cy), (Cy, Ry) from the Ny, (Ri3, Ry), (R13, R14), (R13, C13), (C13, Ra3)
from the Ni3. The test execution in this session is termed as test iteration and said to
be completed at first level, i.e., L = 1. The next level test executions or simply next test
iterations are shown in Figures 4.5b and 4.5¢c, respectively to check open faults in rest of the
channels in the network. Figures 4.6a, 4.6b, 4.6c, and 4.6d are the execution trees rooted at
the nodes Wy, Nyg, Ry, Ry3, respectively in the 4-corner forest (Figure 4.6) of the 4 x 4 mesh
network. One may in another way illustrate the application of the test algorithm using the
4-corner principle using the concept of threading on a network. The 4-corner principle first

forks four children threads. These threads are assumed as first level threads. Each thread
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executes an instance of the proposed testing technique. Each instance starts its execution at
the corner nodes. Once the testing of the channels for open faults from these nodes is over,
each child thread forks to second level threads which are executed at the neighbor nodes of

the corner nodes. The process is continued till there is an untested channel.

4.5.3 Computation of Test Iterations and Time

The proposed test algorithm handles the testing of communication channels in NoC
architectures using four concurrent flows in a single session. Also, it has been noted that a test
packet is delivered and analyzed using a predetermined fault-free TM block in order to ensure
the health status of channel wires such that these wires do not lead to application packet loss.
The test cost in terms of the time needed to test all channels is one of the major challenges for
a test algorithm. Additionally, the overall test time in the on-line mode influences the system
performance, such as latency degradation. On the contrary, an inefficient test mechanism
may deliver higher test cost and many related issues like performance overhead. To reduce
these issues, the proposed test solution has attempted (1) defining a test packet flow in the
test algorithm and (2) considering an algorithm based test scheduling technique. Reduction
of the test time by the defined packet flow is done in two ways on the basis of packet routing
by TMs of a node. The first way states the transmission of the test packet through unicast
routing. The test packet is sent from one source (core-TPG) known as the test source to only
one destination (router-TRA) known as the test destination. The core’s outgoing channel, in
this case, is under test. Most used NoC architectures are regular by nature that conforms
each basic component, e.g., channels of the architectures have the identical configuration. In
the presence of channels of the same type, the test packet can be routed simultaneously from
the single test source (router-TPG) to multiple test destinations (TRAs in neighbor routers
and the TRA in own core). The second way thus, states the transmission of the test packet
through multicast routing. In this case, router’s outgoing channels undergo the test. The
test execution in this manner ensures all outgoing channels of a node get tested in parallel.
Therefore, T, defined in Table 4.6 is same for these channels and equated in Equation 4.5.
The parameter depends on a piece of time t € T where T = {T},g, Tipo, Ttpt, Tira} consists of

different time pieces incurred by a TM.

T =Y t (4.5)

tel
More efficient testing of outgoing channels of a node in parallel using unicasting and
multicasting is one footstep to reducing the overall test time T;,,,, (defined in Table 4.6).
In addition to unicasting and multicasting scenarios, the proposed test scheduling as the
next footstep addresses the test time optimization problem in an NoC-based communication

system. Here, the nodes selected as per the 4-corner principle execute the test algorithm
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Table 4.6: Acronyms used in determining the test cost for open faults.

Acronym Definition

Tipg The amount of time taken by a TPG to derive the test data for open
faults in channels.
Tipo The amount of time taken by a TPG to packetize the raw test data for
open faults in channels.
Tipt The amount of time taken by a TPG to deliver the test data for open
faults in channels.
Tirq The amount of time taken by a TRA to analyze the test responses for
open faults in channels.
Tep, The amount of time taken by the test algorithm to detect an open fault
on wires of a channel.
Ty The amount of test time taken by the test algorithm on a test iteration
to detect an open fault on wires of a channel.
#Tits The number of test iterations needed to complete the testing of open
faults in channels of an NoC.
Ty The amount of overall test time incurded due to testing open faults in

channels of an NoC.

concurrently. This indicates that Tj; defined in Table 4.6 is equal to 7., as shown in

Equation 4.6.

Ty = Tep (46)

The test execution flow from the nodes in a test iteration is shifted to the nodes in the
next test iteration. The nodes are periodically selected on the basis of their corner locations.
Therefore, the four concurrent test flows are completed by a finite value of #Tits defined
in Table 4.6. The #Tits depends on two influential factors- network size and network type.
In case of P x @ grid types networks, such as mesh and torus, #Tits can be determined as
equated in Equation 4.7. One additional iteration needs to be executed when P = QQ and P, Q)
are odd numbers. If the networks are not grid-like structures, one can, however, represent the
nodes of the networks as a P x () matrix as discussed in Section 4.5.1. Thus, it is seen that
all channels of a P x () network or the network with IN nodes undergo the testing for #Tits
iterations. Alternatively, one can consider the maximum distance Dpyax from root to a leaf
node at any of the trees in the 4-corner forest of a network, as the #Tits. Thus, the overall

test time T;, /,, for the network follows the Equation 4.8
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P+ @ —2)/2], an NoC has P x ) nodes.
Y Tits — [(P+Q—2)/2] Q (47)
Dmax, an NoC has N nodes.

T,y jw = Tt X #Tits (4.8)

4.6 Simulation Results

The goal of this section is to demonstrate the effectiveness of the proposed on-line test solution
on a large set of NoC architectures. The effectiveness is studied by the application of the
proposed solution on a set of both conventional and unconventional networks. Many P x @)
mesh NoCs and an octagon NoC are taken as the first and second category of networks,
respectively. In the current as well as in the next section, the proposed test solution is applied
to the mesh networks. Application of this test solution on octagon network is studied in
Section 4.8. The architectural characteristics of the mesh networks included in this work are
described in Table 4.7. The characteristics are described by the parameters- network size,
#R (number of routers), #C (number of cores), #Ch (total channels), #W (total channel-
wires), #R-R (total interswitch channels), and #R-C (total local channels). Note that the
architectural features of the mesh networks are currently considered for n=16-bit channels.
In a 16-bit channel, 2-bit for control wires, 12 bit for data-wires, and rest 2-bit for handshake

wires are assigned.

Table 4.7: Characteristics of 16-bit M x N NoCs.

Size | #R | #C | #Ch | #W | #R-R | #R-C

2x2| 4 4 16 256 8 8
3x2| 6 6 26 416 14 12
3x3| 9 9 42 672 24 18
4x3| 12 | 12 58 928 34 24
4x4| 16 | 16 80 | 1280 48 32
ox4 1 20 | 20 102 | 1632 62 40
dXDd | 25 | 25 130 | 2080 80 50
6x5| 30 | 30 158 | 2528 98 60

6x6| 36 | 36 192 | 3072 | 120 72
Tx6 | 42 | 42 | 226 | 3616 142 84
TxT| 49 | 49 | 266 | 4256 | 168 98
8x 71 56 | 56 | 306 | 4896 194 112
8x8 | 64 | 64 | 352 | 5632 | 224 128
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Figure 4.7: The size of open faults injected in the 16-bit networks.

In section 4.4, it is mentioned that the effects of single and multiple open faults on a
channel wire are same. Therefore, the single instance of open faults on each wire of a channel
is enough for the evaluation of the proposed test solution on a network. Considering the
Equation 4.2, the size of the open faults On,c (or #0s) in an NoC that can undergo the
testing is provided in Figure 4.7. The evaluation of the proposed test scheme on the detection
and diagnosis of these injected open faults in channels of an NoC is carried out with respect
to four commonly used quality characteristics: (a) silicon hardware area incurred on the
implementation of the test mechanism, (b) the overall test time incurred by the test scheme,
(c) coverage metric that includes both test and fault coverages, and (d) network behavior in
presence of faulty of channels which are affected by open faults. These quality parameters
now illustrated with respect to a 16-bit 4 X 4 mesh network. These parameters on a network

with higher channel width and size are evaluated in Section 4.7.

Table 4.8: Area overhead incurred by the proposed TM blocks for 16-bit channels.

H/w #GCs RASoC Hermes Xpipe Atheral Vicis Core

Blocks (%) (%) (%) (%) (%) (%)
C-TPG 45 267 266 295 017 022 0.040.67
C-TRA 32 1.9 1.89 210 012 0.16 0.03-0.48
C-T™M 77 456 456 505 029 038 0.07-1.14
R-TPG 70 415 414 459 026 034 -

R-TRA 50 2.96 2.96 3.28 0.19 0.24 -
R-TM 120 7.11 7.10 7.87 0.44 0.59 -

4.6.1 Silicon Area Evaluation

The proposed test algorithm for channel’s open faults is designed at a node in order to address

them on the node’s outgoing channels on a test iteration. The TM blocks placed at the nodes
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are implemented to execute the test algorithm that detects and diagnoses the modeled open
faults in channels. In the core and the router of a node, the TPG blocks as the test sources
apply and deliver the test packet on the outgoing channels of the node. The test packet
includes required test data of the Al type. The TRA blocks as the test destinations over the
channels under test analyze the test responses (received test data). One can implement the
test algorithm in terms of an experimental setup in the following way. Place the TPGs as
the test sources on the left side and the TRAs as the test destinations at the right side of the
channels modeled with open faults. This experimental setup is implemented by the Xilinx
10.1 ISE Design Suite. Thus, the test cost from the point of view of silicon area overhead
is basically the hardware area taken by these modules in a core and router where the test
algorithm needs to be implemented. The Design Suite is used to synthesize the area of these
hardware blocks in gate counts (GCs). Now, the test packet contains the Al sequence when
open faults are modeled in the form of stuck-at-0 faults. However, if one is free to consider
an open fault in terms of stuck-at-1 fault, then the test packet should contain A0Q sequence as
the required test data. Thus, TM blocks must be flexible to derive, deliver, and analyze both
A0 and A1l test sequences. Table 4.8 provides the synthesis result for the TM blocks designed
for 16-bit channels. It is observed that a TM block occupies nearly 7.10-7.87% area in a five
port router. The area overhead is observed for different routers. Following general-purpose
routers, namely RASoC [65], Hermes [2], and Xpipe [66] are considered here to measure the
TM-area on these routers. Further, TM blocks in cores only handle open faults on its outgoing
local channel. Therefore, the area of a core-TM is comparatively quite small than a router-
TM. Also, the area of a core is nearly 4 to 5 times larger than a router. Therefore, the area
occupied by a core-TM is nearly 1.14%. Thus, TM-areas are very small and can be well
accepted to address open faults in channels. There are some application-specific routers, such
as Atheral [70] and Vicis [184] whose sizes are significantly high. The area overhead due to
the TM blocks in these routers are nearly 0.44-0.59%. Subsequently, these blocks take nearly
0.07% of the cores designed for such large-scale complex applications. Therefore, TM-area is

negligible in these cases.

4.6.2 Test Iteration and Time Evaluation

The evaluation of the test time taken by the proposed test algorithm on a test iteration
depends on the operations of the TM blocks for open faults. A test application using the TMs
starts by the test data generation and finishes by test response analysis. Now the operations:
test data generation, organization, and transportation are performed by the TPGs at the
test sources. The remaining operation called test response analysis is done in the form of
fault detection and diagnosis, and channel error announcement. A TPG generates only one

test sequence which is here Al type and takes only one clock cycle. In the next clock, the
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hardware unit derives the header and trailer information for the test packet. Thus, the TPG
takes Tipy = 2 clocks in deriving the raw test set and required packet header and trailer
information. Next, to the generation of these data, they are packeted at the cost of one
clock, i.e., Tip, = 1 clock. As soon as the test packet is available, the TPG starts shifting the
test packet as packet flits. In other words, the packet latency that defines the time needed
by the packet to travel a channel is the Tj,;. Each flit of the test packet is transmitted per
clock. Additionally, a channel under test carries only this packet and any application packet is
prevented from routing on the channel. Thus, the test packet with three flits charges T3, = 3
clocks as the packet latency. At the TRA side, on receipt of the test response, the FDM
unit detects an open fault if any bit in the response flit contains a “0” or a “X” for a channel
wire. To ensure that the wire is actually affected by the open fault, the FDM diagnoses the
response flit using a logic operation as provided in Equation 4.3 or 4.4. This operation can
be conducted within a single clock. Further, the diagnosis information is fed to the T'SG unit
that advises the possible channel errors based on the faulty wires. This error declaration takes
one clock. Thus, the operations by the TRA are completed by T}, = 2 clocks. Considering
Equation 4.5, the amount of test time needed by the test algorithm for open faults in a 16-bit
channel is T.;, = 8 clocks. The unicasting and multicasting mechanisms are considered to
conduct a concurrent test of all outgoing channels of a node. These channels are then tested
by 8 clocks. Now, NoC architectures provide inherent parallelism in transporting the data
from multiple nodes. Using this advantage, multiple nodes are allowed to initiate the test
algorithm. Assuming Equation 4.6, the algorithm delivers that open faults in the channels
under consideration in an iteration can be checked by T;; = T., = 8 clocks. The overall
test time T, , (Equation 4.8), however, depends on the number of test iterations #Tits
(Equation 4.7) on a network. As seen in Figure 4.8 that the open faults in channels of the
4 x 4 mesh NoC can be covered by #Tits=3 iterations. Subsequently, the test cost in the

form of overall test time for this network is T}, ,,, = 8 x 3 = 24 clocks only (Figure 4.9).

4.6.3 Test and Fault Coverage Evaluation

The effectiveness of the proposed test methodology from the point of view of both test and
fault coverage metrics is evaluated by conducting the fault simulations on the selected 16-bit
mesh networks. The fault simulations are run for the targeted fault model, namely stuck-
open using the selected test pattern set. A subset of channels from the nodes explored as
per the 4-corner rule is placed in the test mode. On the testing of these channels, the test
coverage metric commonly known as link coverage metric (LCM) is achieved. Continuing the
test iteration initiating from the corner nodes one can achieve that all channels have been
checked for open faults. Thus, the overall link coverage metric termed as the cumulative LCM

(CLCM) is 100%. Figure 4.10 provides a summary of the LCM evaluation on an iteration for a
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16-bit 4 x 4 mesh network. Similar to the LCM, fault simulations determine another coverage
metric called the fault coverage metric (FCM) that defines the size of open faults covered on
testing. During a fault simulation on a subset of channels for open faults, the simulation is
done in three phases depending on the type of channel wires. In the first phase, the faults on
the data-wires (DWs) are simulated using the test data placed in the payload field of the test
packet. Obviously, the fault coverage on the DWs only is insufficient because the simulation
results in only 75% fault coverage. However, the metric can be improved by extending the
current fault simulation on the remaining channel wires: control-wires (CWs) and handshake-
wires (HWs). It needs to enrich the test set. In order to simulate open faults in the CWs,
one must include Al sequence in the packet header and trailer information. The simulation
improves the FCM by 12.5%, i.e., the cumulative FCM (CFCM) on testing the DWs and
CWs for open faults is 87.5%. Similarly, handshake information of the test packet should
be accommodated with the additional Al sequence whence one simulates open faults in the
HWs. Thus, another 12.5% FCM is achieved. In this sequencing order of fault simulations, the
CFCM can be maximized to 100%. The FCM in terms of the number of detected open faults
on the DWs, CWs, and HWs on the 16-bit 4 x 4 mesh network is demonstrated in Figure 4.11.
Thus, the fault simulations achieve 100% coverage metrics by finite test iterations in a single

test session.

As mentioned earlier, the TRAs on the test response analysis report two types of channel
errors: payload, and dropping as the realization of partial and full packet loss, respectively.
From the fault simulations, it can be inferred that 87.5% payload error (PE) is possible due
to open faults in data and handshake wires. The rest 12.5% is considered as the dropping
error due to the faults in control-wires. This error is treated here as the timeout error (TE).
Note that a control wire that carries the packet header and trailer equally contributes to the
packet timeout. Thus, faulty CWs that carry the packet header information and the packet
trailer information result to 6.25% and 6.25% timeout errors, respectively. The CFCM can

also be studied from the channel errors thus evaluated.

4.6.4 On-Line Performance Evaluation

The proposed test mechanism driven by the 4-corner principle rapidly checks the health status
of the channels of an NoC that as a result maintains the system reliability. Further, related
issues, such as the yield of the system can be improved in the off-line by exploiting the report
on channel’s health status. Other issues, such as performance degradation due to open faults
in channels of a routing path between the source and destination nodes can be prevented by
employing a fault-tolerant routing approach that exercises the status report. On the contrary,
if a fault-tolerant routing is not employed and the traffic of a regular application is allowed

on the faulty channels, the NoCs show abnormal performance due to drastic packet loss.
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To evaluate the severe effect of the channel’s open faults on the network performance, the
proposed test scheme is run on the 16-bit 4 x 4 mesh as the reference network. The rigorous
system simulations on the network are built upon using a cycle accurate NoC simulator
popularly known as Noxim [22]. The performance of an NoC-based system has major concerns
about the throughput, latency, and power consumption. The simulator has been utilized to
compute these mostly used metrics. To assess the system performance in terms of these
metrics, the simulations are performed five times. Each of the first four turns is dedicated
to an evaluation when the channels under test are selected from a corner node only. The
last turn simulation is dedicated to the evaluation when the channels at the four corners are
concurrently put in the test mode. In all the cases, a large number of Al sequences (synthetic
traffic) as the regular application data are injected on the network. The size of this traffic is
determined by the packet injection rate (PIR) and uniform random traffic distribution. The
PIR value is set in the range from 0.01 to 0.1 for the current network. At each PIR value, the
simulation is run for 10000 cycles including 10% of the cycles used in simulation startup and
statistic collection. The wormhole switching technique segments the large Al traffic chunk
into smaller application packets. Each packet that contains three flits is routed by the XY
routing algorithm that first routes the packet in the X direction followed by in the Y direction
before reaching the destination node.

Figure 4.12 illustrates the on-line evaluation of the proposed test solution on the 16-
bit 4 x 4 mesh network. For the evaluation, whether a subset of channels put in the test
mode from a corner node or all corner nodes, the same size of traffic is injected in each case.
Figure 4.12a provides the size of injected synthetic traffic in terms of packet flits in the network.
Consequently, the size of received and dropped traffic are observed in Figures 4.12b, and 4.12c,
respectively. The size of lost (dropped) packet flits heavily affect the size of received traffic,
even if there is no faulty channel in the network. These lost flits are due to the normal packet
timeout error. The error grows for different reasons, e.g., traffic congestion, unavailability of
network resources, etc. In the normal mode, it is found that the packet timeout is nearly
4-9%. However, the error is enhanced while one or multiple channels infected by open faults
appear in a routing path. It is observed that the size of lost packet flits is nearly 16-22%
when the channels at particular corner side are iteratively put in the test mode. This dropping
is nearly 13-17% when the channels from all corner sides concurrently undergo the testing
which proceeds iteratively from one level to another in the network. Correspondingly, the
throughput of the reference network is observed as shown in Figure 4.12d. The packet latency
is another important performance metric which is heavily affected by the routing distance
between sender and receiver nodes. Since the distance varies with a node pair, normally
average distance is considered to measure the (average) latency of the packets. Also, the
traffic congestion, faulty channels, and consequently dropped traffic are the common factors

that influence the packet latency. Figure 4.12e illustrates the latency behavior in the reference
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on the the 16-bit 4 x 4 mesh NoC.
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network. Subsequently, Figure 4.12f gives the amount of energy consumed by a packet flit
in order to reach the destination. From the above analysis, a conclusion can be drawn that
improved performance (in terms of throughput, latency, and energy consumption) is achieved
when the set of channels from all corner nodes are repeatedly placed in the test mode while

another part of the network continues an application.

4.7 Solution Scalability

The size, type, and complexity of applications are continuously growing. An NoC-based
system should facilitate the transmission of high size packet flits for such a large scale
application. Additionally, the NoC in the system needs to be designed with higher channel
width in order to enable the high-performance communication and computation. Thus,
selection of the channel width and the flit size plays a decisive role in the overall system
performance. However, designing an NoC architecture with higher channel width may
incur additional cost. In the case, many applications may consider large-scale NoCs with
comparative lower channel width. Therefore, it is the designer’s choice to build the NoCs
that can satisfy the above considerations either explicitly or inclusively. Consequently, the

proposed test scheme should scale with higher channel width and network size.

4.7.1 Scaling with Channel Width

The test behavior of the proposed mechanism should be analyzed under different channel
configurations, such as higher channel width. The proposed test scheme in the previous
section is illustrated on the same 4 x 4 mesh network. In this subsection, the evaluation
of the scheme is extended on the network but its channel width is now 32-bit instead of
16-bit. Increasing channel width is required to accomplish larger scale regular applications
that handle voluminous data, such as multimedia information. Simultaneously, increasing
manufacturing faults, such as open faults become concerns about system reliability and
performance degradation. The system performance is evaluated following other quality

parameters: silicon area, test time, and fault coverage, under the proposed test scheme.

4.7.1.1 Silicon Area Evaluation

The size of open faults in channels of the P x @ (including 4 x 4) mesh networks having
32-bit channels is provided in Figure 4.13. The architectural properties of these networks as
described in Table 4.7 remain same except #W, the size of channel wires of the NoCs. The
#W on these 32-bit networks is now doubled with respect to 16-bit networks. The proposed
test algorithm detects open faults in a channel by exercising a test packet that contains the
A1 sequence. The size of the test set |Al| linearly increases with the channel width n. In

order to handle open faults in a 32-bit channel, the TM whether at core/router of a node
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Table 4.9: Area overhead incurred by the proposed TM blocks for 32-bit channels.

H/w #GCs RASoC Hermes Xpipe Atheral Vicis Core

Blocks () (%) (%) (%) (%) ()
C-TPG 73 432 432 479 027 036 0.07-1.08
C-TRA 51 3.02 302 334 019 025 0.050.76

C-TM 124 7.35 7.34 8.13 0.46 0.61 0.12-1.84
R-TPG 105 6.22 6.22 6.89 0.39 0.51 -
R-TRA 69 4.09 4.09 4.52 0.26 0.34 -

R-TM 174 10.31 10.3 11.41 0.64 0.85 -

must derive and analyze a 32-bit Al sequence. Consequently, the area occupied by the unit
is thus increased with additional logic gates and is provided in Table 4.9. The area overhead
in terms of gate counts (GCs) is increased by 2-3% as compared to a 16-bit channel resulting
in 9.87-10.55% on the RASoC, Hermes, and Xpipe routers. However, the overhead when

estimated with respect to the core area is nearly 1.84%.

4.7.1.2 Test Iteration and Time Evaluation

Design of a high bit-width channel on an NoC does not increase the wire length in a channel.
This feature does not additionally impose any delay on the T3, while the test packet flits are
shifted from a test source to a test destination. On contrary to little increment on the silicon
area overhead incurred by TM blocks, the test time per iteration remains the same as the
previous case, i.e., Ty = 8 clocks are needed to detect open faults in both 16-bit and 32-bit
channels. This is due to the fact that additional circuit elements of the TMs designated for
32-bit channels enable these hardware blocks to operate at the same clocks as seen with 16-bit
channels. It is noted that the number of test iterations #Tits on an NoC is independent of its
channel width and is determined with respect to a scheduling technique. Therefore, the test

cost in terms of the overall test time T;, /,, needed by the proposed scheme remains unchanged
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Figure 4.14: Size of open faults detected in a test iteration on the 32-bit NoCs.

because of the #Tits (Figure 4.8) and the Tj;. Thus, open faults in the channel of the 32-bit
4 x 4 mesh network can be detected by 24 clocks (Figure 4.9).

4.7.1.3 Test and Fault Coverage Evaluation

Next, to the evaluation of hardware area and test time, the coverage metric is now investigated
on the current reference network, i.e., 32-bit 4 x 4 mesh NoC. In order to communicate a large
chunk of data for an application, each m-bit channel must be configured with higher data
path, i.e., the size of data wires in the channel must be as many as possible. Like earlier
channel configuration, a 32-bit channel is segmented as follows. First 2-bit for control wires
and last 2-bit for handshake wires are fixed while rest 28-bits are treated as the data wires.
Since the number of channels that undergo the testing in an iteration is equal as seen in the
previous section, the LCM of the 32-bit 4 x 4 and other networks remains same as provided in
Figure 4.10. One can draw the conclusion that the LCM is independent of the channel width.
Oppositely, the FCM changes with this width because the size of different channel wires is not
independent of channel configuration. Figure 4.14 highlights the FCM achieved on the 32-bit
4 x 4 network via the fault simulation in three phases. In the first phase, the fault simulation
on data wires detects 2240 open faults resulting in the FCM of 87.50%. On extending the
simulation to control wires in the second phase, another 160 open faults get detected resulting
in 6.25% as FCM, i.e., the CFCM is 93.75%. In the final phase, the extended simulation on
the handshake wires detects the rest 160 open faults and results in 6.25% FCM that thus
makes the CFCM become 100%. Note that the three-phase fault simulation has resulted in
93.75% and 6.25% as payload and timeout errors, respectively.
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Figure 4.15: On-line evaluation of the proposed test solution applied at the corner nodes separately and concurrently

on the the 32-bit 4 x 4 mesh NoC.
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4.7.1.4 On-Line Performance Evaluation

The performance of the 32-bit 4 x4 mesh as an on-chip communication network is characterized
by following concerns: throughput, latency, and energy consumption under the proposed
scheme. The simulation setup is extended to evaluate the scheme. The PIR value is changed
to the range 0.11-0.20 for the consideration of high volume application data. Further, the
simulation period is increased from 10000 to 20000 cycles. Figure 4.15 illustrates the behavior
of the 32-bit network. The size of application traffic injected on the network is seen in
Figure 4.15a. Correspondingly, Figure 4.15b shows the scenario on the size of received traffic
in the network. The accepted/received traffic should ideally increase with the injected traffic
size, i.e., increasing offered load. However, due to the limitations of faulty channels and/or
traffic congestion that realize in terms of the timeout error, many packet flits are dropped
in the network. Figure 4.15c depicts this scenario. Subsequently, the concerned performance
metrics are seen in Figures 4.15d, 4.15e, and 4.15f for throughput, packet latency, and energy
consumption, respectively. The throughput is determined with respect to the received traffic.
However, the packet latency and energy consumption increase with the offered load because

the contention in the network sufficiently increases.

4.7.2 Scaling with Network Size

So far the discussion, the proposed 4-corner rule-driven test mechanism is illustrated for open
faults in channels of the 4 x 4 mesh network to see the effectiveness of the scheme on this
network and exhibit its scalable feature with respect to the channel width. This subsection
endeavors to quantify the quality characteristics on the 16-bit 8 x 8 mesh NoC in order to
demonstrate the scheme’s scalability with respect to the size of networks. This larger reference
network is characterized in Table 4.7. The size of open faults that the proposed test algorithm
will take in the testing is provided in Figure 4.7. Iterative execution of the test algorithm
from the corner nodes in this network is shown in Figure 4.16. Subsequently, the 4-corner
forest is shown in Figure 4.17. In order to properly analyze the quality characteristics on this
larger network, the experimental setup is reused. In the setup, a set of channels per iteration
on the network is selected followed by putting them in the test mode. The TPGs at one side
apply the test packets and TRAs at the other side analyze the corresponding test responses.
Since the channel width at present is n=16-bit, the hardware area of the TMs is same as
provided in Table 4.8. It is found that the test time per iteration incurred by the proposed
test mechanism is Tj; = 8 clocks. Considering Figure 4.16 or Figure 4.17, the 8 x 8 mesh NoC
can be tested for channel’s open faults in just seven iterations that secures the overall test
time T}, ,, = 56 clocks (Figure 4.9). Next, the coverage metrics LCM and FCM are provided
in Figure 4.10 and 4.11, respectively. In both cases, the metrics are achieved up to 100%. It

is noted that the channel errors in sequencing the fault simulations are similar (i.e., 87.5% as
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Figure 4.17: The 4-corner forest on the test application initiated from the corner nodes on the 8 x 8 network.
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Figure 4.18: On-line evaluation of the proposed test solution applied at the corner nodes separately and concurrently
on the the 16-bit 8 x 8 mesh NoC.
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PE and 12.5% as TE) as seen in the 16-bit 4 x 4 mesh network. One can draw a conclusion
that these errors are same with respect to similar channel configurations.

Next, the common performance concerns are considered on the 16-bit 8 x 8 mesh network
under the proposed test methodology. The simulation setup with the Noxim simulator used for
the 16-bit 4 x 4 mesh network is extended. Basic simulation parameters remain same except
the PIR value that ranges from 0.21-0.30 in order to observe the network performance at
an increased offered load (traffic). Figure 4.18 demonstrates the performance of the network
on the application of the proposed scheme. The size of injected traffic in terms of packet
flits is shown in Figure 4.18a. Corresponding received and dropped traffics can be seen in
Figures 4.18b and 4.18c, respectively. It is seen that the network receives up to 90% of the
injected traffic when it is in the normal mode. The rest 10% traffic loss is due to the timeout
error which is caused by contention, unavailability of network resources during communication.
Note that this packet loss is increased to 17-22% when open faults are experienced in a channel
of a routing path. Subsequently, the common performance metrics: throughput, packet
latency, and packet energy consumption, are witnessed in Figures 4.18d, 4.18e, and 4.18f,

respectively.

4.8 Solution Portability

Unlike the discussion in previous sections that is pertaining to mostly used conventional mesh-
based NoCs, there are many unconventional networks, such as octagon [86, 87| sometimes
considered in the literature as well preferred by NoC manufacturers like ST-Microelectronics.
Major implementations of these networks are similar. For example, routers, cores used to
build a mesh network can construct an octagon network. The only variable is the length of
interswitch wires that may incur little additional area overhead. However, one great advantage
of these networks is that the communication between nodes can take place with comparatively
low hop counts. Another advantage is that these networks enable high performance on the
multiprocessor SoCs like as the mesh-based NoCs. To model the efficiency of the proposed test
scheme on an unconventional NoC structure, an octagon network (Figure 4.4d), for instance,
is employed. Basic architectural design of the octagon consists of 8 routers, 8 connected
cores, 24 interswitch channels, and 16 local channels. At the moment, each channel has width
n=16-bit. Therefore, the test algorithm will test 640 open faults in the channels of the 16-
bit octagon network. Now, the common quality parameters: area overhead, test time, fault
coverage, and network performance are analyzed on this network.

Every router in the basic octagon NoC has active four I/O ports. However, a router
with five I/O ports is used to build a larger octagon network with multiple basic octagon
structures. In the larger network, two adjacent octagons share an interswitch channel through

the additional I/O port. In this work, the TM units are synthesized with respect to the router
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(a) Test execution at the first iteration. (b) Test execution at the second iteration.

Figure 4.19: The execution of the test mechanism driven by the 4-corner principle on the the octagon network.
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Figure 4.20: The 4-corner forest on execution of the test mechanism initiated from corner nodes of an octagon NoC.

with five I/O ports. The channel width in the referred octagon network is considered 16-bit.
Therefore, the hardware area overhead is same as seen on a 16-bit mesh network. One can now
draw the conclusion that the TM unit is independent of the network topology and the area
overhead per TM in a node remains constant. It is seen that the open faults in channels of the
network can be covered by two iterations only. Test executions at these iterations are shown
in Figure 4.19. Subsequently, Figure 4.20 illustrates the 4-corner forest on the execution of the
proposed test mechanism for the corner nodes in the octagon network. Therefore, considering
T;;: = 8 clocks for an iteration, all channels experiencing open faults in the octagon network
are tested by T, /,, = 16 clocks. In the first test iteration, 5 channels from each corner nodes,

e., 20 channels undergo the testing. Consequently, the LCM is 50%. Rest 20 channels in
the network undergo the similar testing in the next iteration. Therefore, CLCM is 100%
once this iteration is completed. The channel wires in an iteration undergo the testing in the
following sequence: DWs, CWs, and HWs. For instance, the fault simulation on exercising
the test packet for DWs detects 240 open faults resulting in the FCM=(240/640)*100=37.5%.
Considering the fault simulations on the CWs and HWs in its second and third phases, 40 open
faults in each case are detected that results in FCM=6.25%. Thus, the CFCM is 43.75% and
50% at CWs and HWs, respectively. Similar fault coverage is achieved in the next iteration.
As each channel is tested by the TMs placed in the nodes, the proposed test mechanism can

test multiple channels simultaneously and provide up to 100% coverage metrics.
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Figure 4.21: Representation of an octagon network into an equivalent 2 x 4 network.

Next, the network performance in terms of the well-defined metrics: throughput, packet
latency, and energy consumption are analyzed under the proposed test scheme. The Noxim
simulation setup is continued at the PIR=0.001-0.01 to inject the synthetic traffic in the
16-bit octagon network. An equivalent 2 x 4 network as shown in Figure 4.21 is built in order
to evaluate the above-mentioned performance metrics in the octagon network. The network
performance under the on-line evaluation of the scheme is demonstrated in Figure 4.22. Size
of injected traffic in the network is seen in Figure 4.22a. Correspondingly, the size of received
and dropped traffic are seen in Figures 4.22b and 4.22¢, respectively. When the channels are
not in the test mode and not busy, the regular application can get immediate access to them
without any suspension. In this case, it is seen that the size of dropped traffic is nearly 2-3%.
However, the dropping rate is increased to 5-8% when there are a contention and a channel
experiences open faults. Consequently, the network throughput is observed in Figure 4.22d.
Under the assumption that a subset of channels is in the test mode, then many packets of
the on-going regular application are halted at the routers of these channels. Subsequently,
the packet latency and energy consumption by a packet flit on an average are increased and
observed in Figures 4.22e, and 4.22f. Also, it can be noted that such performance degradation

depends on the traffic pattern, routing policy, and fault rate in channels.

4.9 Comparison Study

The proposed 4-corner scheduling driven on-line test mechanism named as the 4C-Model
for addressing open faults in channels of on-chip interconnection networks is seen to be
complimented by many prior test schemes. In this section, the following approaches are
selected as the prior test schemes in order to properly compare their efficiency with the
proposed 4C-Model. The prior schemes included in this comparison study are the 2 x 2
subnet selection model (2 x 2-Model) [37-39|, the 2 x 1 subnet selection model (2 x 1-
Model) [40,41], the self-diagnosis model (SD-Model) [42,185], the sequential router selection
model (S-Model) [6,7], the hierarchical node selection model (H-Model) [RPC-18], the iterative
4x4 subnet selection model (4x4-Model) [RPC-12, RPC-14], the two hop node selection model
(2hop-Model) [RPC-13], and the diagonal node activation model (Diag-Model) [Chapter 3.
Several parameters are evaluated and compared between the prior schemes and the proposed

scheme. The comparisons among the schemes with respect to following metrics: silicon
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Figure 4.22: On-line evaluation of the proposed test solution applied at the corner nodes separately and concurrently

on the the 16-bit octagon NoC.
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hardware area overhead, number of test iterations, amount of test time, achievement on link
and fault coverage metrics, size of dropped packets, amount of average packet latency, and
amount of average energy consumption by a packet flit are performed on the 16-bit networks
characterized in Table 4.7. The demonstration of the comparison study starts with the 4 x 4

mesh NoC and extended to other networks.

25 80

B RASoC 70 B RASoC
20 B Hermes _. 60 = Hermes
g 15 N Xpipe € 50 N Xpipe
° G 40
g 10 ] § 30
e 5 § e 2
s \ £ 10
2 0 = g o
< o
obg} obq} obq} S obe} = S obe} o&,} oéq}
NN NN N N X N
o o B ¥ o D X ?
Test Models Test Models

Figure 4.23: Comparisons on hardware area overhead  Figure 4.24: Improvement on hardware area overhead

among the test models. by the 4C-Model over prior works.

4.9.1 Comparison on Hardware Area Overhead

The main goal of the proposed 4C-Model is connectivity test via the testing of open faults
in communication channels of NoCs. The intention of the test mechanism is to provide a
high test resolution in terms of low test time, high fault coverage while keeping the hardware
area overhead at a minimum. A BIST-based test mechanism is implemented with a pair of
hardware blocks: TPG and TRA generally termed as test module (TM). The area of these
blocks, i.e., a TM depends on one or multiple parameters like test size, routing distance
between source and destination, and so on. It is noticed that in spite of the use of same
test set, the routing distance plays a major role in the additional area overhead. Figure 4.23
describes the comparison of the area taken by a TM as proposed by a test scheme. For
instance, in the 2 x 2-Model, a test packet from a core is routed to another core which is in
the XY direction. In other words, the test data travels by four hops before getting analyzed. It
shows that the area overhead incurred by a TM is nearly 21-23% on the RASoC, Hermes, and
Xpipe routers. With respect to the proposed TM, this area is 65.78-67.73% higher. In other
words, the proposed TM saves 65.78-67.73% router area. This improvement is illustrated in
Figure 4.24. In the 2 x 1-Model, the routing distance between TPG and TRA for the analysis
of the test data is reduced to three hops as compared to the 2 x 2-Model. Consequently, little
improvement in the area overhead is observed. It is seen that the TM area, in this case, is
nearly 18-20% on these routers. This area is 60.51-62.63% more than our TM-area. Further

improvement in the area overhead can be observed in the SD-Model and subsequently in the
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S-Model. In the SD-Model, test data are analyzed on traversal of two hops. Correspondingly,
the TM-area is about 12-16% with respect to the above-mentioned routers. Therefore, the
proposed TM takes 40.75-50.81% less area. In the S-Model, although the routing distance
between TPG and TRA is the single hop, still the area overhead is shown to be higher than
the proposed scheme. This due to the fact that the S-Model is aimed to address faults in
interswitch channels only. When this scheme includes faults in the local channels, the TM-area
is increased. It is seen that this area is nearly 11-14% and approximately 35.36-40.83% more
than that of the proposed TM. The basic working principle of the test algorithms practiced
in H-Model, 4x4-Model, 2hop-Model, and Diag-Model is alike. Thus, no benefits on the area
overhead are gained. Thus, the proposed 4-Corner driven test scheme improves test area

overhead by 35.36-67.73% for 16-bit networks.
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4C-Model. prior works with respect to test time.

4.9.2 Comparison on Test Iterations and Time

Next benefit by the proposed 4C-Model over the prior models can be seen with respect to the
number of test iterations (#Tits) and the associated amount of test time (#Clocks) incurred
by a test method used in these schemes. One target of a test method is to detect a fault in the
channels of an NoC as early as possible. However, the overall test time incurred by the test
method depends at least on two basic entities. The first entity is the test application mode.

The testing can be done either in the off-line mode where the whole network is assumed in
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the test mode or in the on-line mode where a part of the network is put in the test mode and
rest part is allowed to carry on-going regular applications. In the former case, the testing of a
component, for instance, communication channels can be accomplished in just two iterations.
However, no application is allowed. There are many applications that are accomplished in the
second case. Therefore, selection of a subnet (that is put in the test mode) by a test scheme,
determines the number of test iterations on a network (Figure 4.25). For example, the 2 x 2-
Model in the on-line mode selects a 2 X 2 subnet at a time in the test mode. Therefore, an
M x N network can be tested in (M-1)*(N-1) iterations, e.g., the 4 x 4 NoC can be tested by
#Tits=9 iterations. Similarly, the test iterations can be determined by other prior works as

per their subnet selection schemes.

The second entity is the test time incurred by a test algorithm on a test iteration. In
each iteration, a test packet travels one or multiple hops before analysis. Therefore, latency
of the packet (T3p:) per hop is added to the Tj in addition to other factors. For example, in
the 2 x 1-Model, the interconnection of an interswitch and its adjacent local channels can be
constituted in the test mode. The test packet in this interconnection travels three hops that
equal the Ty, = 9 clocks resulting in T;; = 14 clocks. With this model, it is seen that the 4 x 4
network requires #Tits=24 iterations that result in the overall test time T;, /,, = 14 x 24 = 336
clocks (Figure 4.26). The proposed scheme takes only #Tits=3 and T;; = 8 clocks on this
network that have resulted T/, = 24 clocks only. Thus, the proposed scheme saves the
test time by 92.86% (Figure 4.27) and becomes 336/24 = 14x faster ( Figure 4.28) on the
16-bit 4 x 4 network. Continuing the test time evaluation by other prior works, the proposed
4C-Model saves the overall test time up to 96.43% and becomes 28 x faster on the networks

included under comparison.

4.9.3 Comparison on Coverage Metrics

Next, the proposed scheme is compared with other works on the basis of the achievements
on the coverage metrics, i.e., LCM and FCM. Considering the open fault model and iterating
the test application in the subnets as selected by the schemes, each communication channel
of a network is therefore tested for open faults. Naturally, every work whether prior or the
proposed scheme provides the LCM up to 100%. The test source (TPG) and test destination
(TRA) are independent of the networks and designated for the detection of open faults in
channels, i.e., exercises single fault model (SFM). The test mechanism in every scheme should
confirm the FCM up to 100%. But, some schemes fail to reach this limit. This is due to the
multi-hop routing distance between test source and destination pair. It is observed that more
is the routing distance, more is the inability shown by a test mechanism to detect the fault.
For instance, every test packet routes four channels in the 2 x 2-Model. Correspondingly, the

fault simulation shows that approximately 77-80% of the modeled faults can be detected, i.e.,
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FCM < 80% (Figure 4.29). In the 2 x 1-Model, received test data undergo the analysis after
traveling three hop routing distance. It is observed that the fault simulation achieves the FCM
in the range ~ 79-84%, i.e., FCM < 84%. Further 2-3% improvement on the FCM is seen
when the fault simulation is conducted on the basis of the test mechanism discussed in SD-
Model. In this scheme, the routing distance between test source and destination pair is two
hop. In rest of the prior works, the test packet follows single hop transmission. Considering

the fact, the fault simulation for each of these schemes provides up to 100% fault detection.

4.9.4 Comparison on Performance Overhead

Next to the coverage metrics, the on-line testing of communication channels in NoCs examines
the network performance under different channel conditions, such as channels are fault-free,
channels are not busy due to traffic congestion, channels experience open faults, and so on.
Beside the different channel conditions, the number of test iterations due to the selection of
a subnet in an NoC noticeably influences the network performance. The performance of a
network is analyzed in terms of various metrics. Three metrics namely lost packets, packet
latency, and energy consumption are considered in the comparison study. If the channels are
freed from any kind of faults and not busy in any application, then the packets of a regular
application can get immediate access of the channels and routed towards the destination at
the normal speed of the network. Few packets get dropped in the network due to the delay
incurred by the router in processing the packets. Therefore, latency and energy consumption
are slightly increased. If the channels are busy involving another application or in the test
mode, the transmitted packet forcefully halts at some routers in the routing path. Both packet
latency, as well as energy consumption, are affected. For instance, let the packets get halted
due to the testing of a subset of channels. As many times the regular application packets
enter the test zones (i.e., test iterations), the packets last a long time resulting in the high
packet latency and energy consumption. In addition, many packets due to the timeout error
are dropped in the network. Further, the size of the dropping of packets is increased while a

channel experiences open faults.

Figure 4.30 highlights additional performance overhead in terms of the size of dropped
packet flits, average packet latency, and average energy consumption by the flit of a packet.
The on-line testing behaviors of the prior schemes are evaluated by extending the simulation
setup as followed in 16-bit 4 x 4 network. It is observed in this network that the 2 x 2-
Model results in 21.75%, 18.25%, 22.49% more in the dropping of packet flits, packet latency,
and energy consumption, respectively than the proposed 4C-principle based test mechanism.
Thus, the performance overhead incurred by the 2 x 2-Model than the proposed 4C-Model is
in the range 17.86-31%, 15.44-32.97%, and 14.48-34.95% for packet dropping, latency, and

energy consumption, respectively. Similarly, the evaluation can be continued for other prior
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Figure 4.30: Additional performance overhead incurred by the prior schemes over the proposed 4C-Model.

test schemes. It is seen that the S-Model incurs high-performance degradation with respect
to these metrics which are in the range of 19.75-40.83%, 18.21-42.79%, 17.55-46.38%. This
is because of the fact that the scheme provides the highest number of test iterations, i.e.,
highest overall test time. Therefore, there is a possibility that application packets may enter
the test regions the maximum number of times. For the similar reasons, the Diag-Model
exhibits lowest performance overhead among the prior schemes. However, the approach shows
11.06-15.65% more packet dropping, 5.83-14.81% more packet latency, and 6.24-10.88%
more energy consumption than the proposed test solution. Thus, the proposed 4-Corner
driven test mechanism prevents the packet loss by 11.06-40.83% (Figure 4.30a), improves
the packet latency by 5.83-42.79% (Figure 4.30b) and energy consumption by 6.24-46.38%
(Figure 4.30c).

Therefore, fault detection must be conducted at the idle state of the network when no
application is running in the network so that no performance overhead is incurred due to
testing during the execution of regular applications. On the other hand, the on-line testing
must be carried out in such way that the test time per iteration and the number of test
iterations are as low as possible so that little performance overhead is incurred during the
regular applications. Such performance degradation, however, can be minimized by employing
an adaptive routing strategy (fault-tolerant routing algorithm) on the exploitation of the

diagnosis results provided by the underlying test mechanism for the channels.
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4.10 Limitations

The variation of the 1-step algorithm discussed in Section 4.4 can detect the connectivity
between source and destination in the on-chip networks at the expense of few clocks per test
iteration. The connectivity detection is carried in the form of testing of open faults in channels
of the networks. The overall test time, however, is determined by the test time per iteration
multiplied by the number of test iterations required to cover the faults in the channels of
an NoC. The test algorithm is iteratively executed on the NoC where each iteration selects
multiple nodes. The selection is done with a new scheduling scheme and is driven by the
4-corner principle. With this principle, the nodes are selected from the corner nodes that
initiate the test algorithm concurrently and progressively advances the testing of open faults
for rest of the channels in the NoC. As a result, this test scheduling method lowers the number

of test iterations.

e Test Iteration: It is seen that the 4C-principle based test scheduling on a P x Q
network completes the channel testing in just [(P+ @ —2)/2] iterations (Equation 4.7).
Though this number is comparatively low with respect to prior works, however, the

parameter depends on the values of P, ) that determine the size of the network.

e Test Time: With the increasing values of P, (Q, i.e., with the increase in the size of
networks, the number of test iterations increases in these networks. As a result, the

overall test cost in terms of the test time becomes higher.

e Performance Overhead: The proposed 4C-Model is applied in the on-line test mode
in which an application packet may pass through multiple test regions. Consequently,
degraded performance, such as high packet latency, high energy consumption, more

packet timeout, etc. may be observed in these networks.

e Test Energy: The approach does not focus on the energy dissipated during testing of

the channels.

Therefore, the proposed test solution needs to be improved through the reduction in the
number of test iterations so that quick test of the channels in NoCs can be accomplished and

network performance degradation in the on-line test mode can be improved.

4.11 Conclusion

In this work, a cost-effective on-line test mechanism has been discussed to account open
faults in the communication channels of on-chip interconnection networks. Since, the open
faults in channels which become a part of a routing path may disconnect the source and

destination during communication, these faults must be handled before routing packets on
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the path, otherwise, drastic packet loss may be observed. The test mechanism successfully
detects all open faults in the local and interswitch channels. Subsequently, the diagnosis of
the faults separates the faulty channel-wires from the channels, which can be later reused by
a fault tolerant routing scheme in order to meet the reliable communication and prevent the
enormous loss of packets in the networks. The test algorithm incurs low test cost in terms
of test time. Further, the overall test cost is lowered by governing the test algorithm on the
basis of the 4-corner principle. The principle selects multiple nodes that execute an instance
of the test algorithm concurrently. For the reason, the proposed test scheme is named as the
4C-Model. Furthermore, this principle makes the proposed test scheme scalable with respect
to the general networks. The generality of the proposed 4C-Model is illustrated with three
network parameters- network size, channel width, and network type. The comparison study
has shown that the proposed test scheme provides the better solution with respect to many
evaluation parameters like area overhead, test time, fault coverage, and performance overhead.
The proposed test scheme although provides a comparatively lower number of test iterations
but like the prior works, this number depends on the size of the on-chip networks. Therefore,
associated performance overhead can be observed on a large scale network due to higher
test time. The issues related to lowering the number of test iterations and corresponding
performance overhead are attempted in the next chapter which is dedicated to addressing the

short faults in the channels of on-chip networks.
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Chapter

Impact of Short-Channel Faults in

On-Chip Interconnection Networks

5.1 Introduction

The evolution of integrated circuit technology has enabled system-on-chip (SoC) platforms
to encompass a large number of embedded processing cores and a set of heterogeneous or
homogeneous components on a single die. Multicore or multiprocessor SoCs (MPSoCs)
integrate many IP-blocks seamlessly [2, 3] while maintaining manageable resource utilization
and power consumption levels. For example, Tilera [4] launched TILE-Gx36, and TILE-
Gx72 processors based various high-end MPSoC products to support large-scale computing
applications such as complex and advanced networking, digital multimedia, cloud computing,
and wireless infrastructures [6,7]. The number of processors integrated on a single chip has
gradually increased from few cores, e.g., Intel’s quad-core processors [49] to thousands of
cores, e.g., Adapteva’s Epiphany [28,50]. With the increasing number of such on-chip IP
cores, traditional long bus based interconnections used in such designs provide insufficient
bandwidth, and therefore, prevent large and complex applications from achieving their
expected performance. Thus, these buses cause impediment to performance in terms of
latency and power [186]. In order to cope with increasing bandwidth and speed, networks-
on-chip (NoCs) have been successfully deployed that provide high-performance and scalable
communication mechanism over various interconnection architectures. An NoC as on-chip
interconnection network offers a viable, holistic solution to handle complexities such as
integration of many IP cores and to alleviate communication bottleneck that arises in
MPSoCs [5,11,12,15,16].

With ever-shrinking die size, an NoC suffers from several manufacturing defects. For
example, NoC-channels with increased wire density, are more vulnerable to certain distinct

logic-level manufacturing faults such as mutual shorts. The presence of such short-channel
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faults badly impacts basic performance metrics, e.g., throughput, packet latency, energy
consumption. In order to tackle the resulting loss of yield and reliability, either of the
following two methodologies can be practiced. One way is to replace the faulty channel-
wires using spare, defect-free wires. However, spare wires duly introduce high silicon
area overhead and congestion. Another solution is to deploy some fault-tolerant routing
algorithms |26, 44, 46, 102, 151, 187| so that the faulty channel-wires are not used in the
communication route. These methods allow an NoC to accommodate short-channel faults
and to utilize partially faulty channels in order to achieve reliable data transmission. In both
the approaches, one has to identify the faulty channels and this mandates diagnosis of these
faults (here, shorts) in the channel. Unfortunately, most of the fault-tolerant approaches
do not include a test scheme for detecting channel faults in NoCs. Thus, a mechanism for
detecting short-channel faults and identifying their locations in an NoC-based system is highly
needed for implementing fault-tolerant routing and to enhance system reliability.

Rest of the chapter is organized as follows. Motivation behind the contributions are
discussed in Section 5.2. Section 5.3 outlines how the clusters are formed in a network.
Different system-level failure modes caused by the channel-short faults are described in
Section 5.4. Section 5.5 discusses the details of short-channel fault model. Section 5.6
presents the test infrastructure. The test methodology and node-scheduling are presented in
Section 5.7 and Section 5.8, respectively. Simulation results are reported in Section 5.9. The
scalability and adaptability issues are discussed in Section 5.10 and Section 5.11, respectively.
Section 5.12 presents comparative study of the proposed model with a set of prior works.
Basic limitations of the proposed scheme are discussed in Section 5.13. Section 5.14 concludes

the chapter.

5.2 Motivation, Problem Formulation, and Contributions

This chapter presents a distributed, low-cost and fast on-line test solution that addresses
short-channel faults in a general NoC communication architecture and analyses their impact
on its performance. The proposed test algorithm requires little hardware overhead and detects
both intra- and inter-channel short faults in interswitch as well as in local channels followed
by identification of faulty wires that are connected to routers and cores. The well known
walking-one sequence (W1) [118] is used as test vectors to handle short-channel faults.

The primary goal of the proposed scheme is to design test rounds/iterations that
are independent of the size of the network and channel-width. Variable-length test
rounds/iterations usually incur high test time (clocks), which in turn, increases the latency of
application packets, resulting in degradation of NoC-performance. Another goal is to achieve
lower performance overhead and balanced resource utilization for every test round /iteration.

This will lead to an effective test scheduling where multiple NoC nodes are allowed to execute
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the test algorithm in parallel. An NoC architecture is segmented into two instances on the
basis of the out-degree of an NoC node [170]. Each instance is further partitioned into at most
four clusters, each with the similar node-degree profile. The clusters govern the test iterations
and all the nodes in a cluster in an iteration execute the test algorithm concurrently for
detecting the respective short-channel faults. Synthesis results show that the hardware area
overhead is nearly 12—14%. Also, for the proposed cluster-based scheme, the same test
clock can be used for all NoCs. Experimental results reveal that all short-channel faults can
be tested thereby achieving 100% coverage metrics. Note that the number of short-channel
faults grows rapidly with channel-width, and their impact on performance degradation may
become severe. The impact of these faults is studied on NoC performance in terms of various
metrics. Unlike other previous works, the proposed cluster-driven scheme for test scheduling
needs a fixed number of test iterations, and thus renders it scalable with NoC size, channel
width, and topology. Also, the technique lowers the hardware area overhead up to 27% and
runs 21X faster compared to prior work. In addition, packet latency and energy consumption
are also reduced significantly. The reduction of these metrics can be observed up to 19.47—-
40.16% and 17.57—-34.20%, respectively. Thus, the proposed method improves hardware area
overhead, test time, and performance overhead in an NoC.

The proposed model offers several advantages over previous methods. It covers both
off-line and on-line test modes, and it completes testing of all channels in an NoC in just
two rounds, each consisting of at most four iterations. Since the method can identify faulty
channel-wires, it can also be used as a precursor to fault-tolerant routing mechanism where
the data-traffic needs to be redirected by avoiding faulty channels.

The main contributions of the chapter are now summarized below:
e Detecting intra- and inter-channel short faults in an NoC. It ensures the state of
faultiness /non-faultiness of a channel-wire in the NoC.

e Diagnosing the channel’s shorts. It helps to identify faulty channel-wires in a channel.
The faulty wire-set may be exercised by a fault-tolerant routing algorithm that can

direct the traffic by avoiding this faulty wire-set.

e Efficient test scheduling; it ensures lower test time and offers parallelism. In other words,

test time becomes independent of size, and type of the NoC.

e Evaluation of the proposed solution in terms of hardware area overhead, test time, link

and fault coverage metrics.

e Studying the effect of the short faults in terms of various well-known performance metrics

at sizable traffic.
e Establishing the scalability behavior with a larger network and higher channel width.

e Establishing the solution-adaptability feature with an octagon network.
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5.3 Cluster Formation

In this work, a scalable test methodology is proposed that detects short-channel faults and
locates faulty channel-wires in an NoC communication architecture. A major challenge is to
ensure the same test time irrespective of NoC size and type, and similar performance overhead
in a test round. The selection of nodes that are allowed to execute the test algorithm in parallel
may reduce the test time and may implement similar test configuration in a test round. Such

type of preprocessing task is referred to as test scheduling.

n

\J

S

(& J

Figure 5.1: Representation of a node.

As stated, an NoC communication architecture consists of processing cores, routers, and
channels as transmission medium. The physical organization of these basic blocks determines
the topology of the NoC. An NoC topology can be considered as a graph G = (X, (), where
N represents the set of nodes N; << R;,C; >;i € N, and [ represents the set of channels
Chj;j € N. Figure 5.1 represents an N;. Blocks R;, C; denote a router and its dedicated
core, respectively. A channel is either interswitch type shared by a pair of routers, i.e.,
(Ri, Rj;i # j) and vice versa or local type shared by a router and its dedicated core, i.e.,
(R;,C;) and vice versa. Each channel consists n wires that are classified into data wires
(DWs), control wires (CWs), and handshake wires (HWs). Further, these channels can be
classified into bidirectional or unidirectional depending on the type of communication modes-
simplex, duplex. Henceforth, the graph G of an NoC with bi-directional channels is modeled
as an undirected graph while the NoC with unidirectional channels (which are assumed in
this work) is modeled as a directed graph or digraph [170]. Figure 5.2 shows an abstract view
of a 4 x 4 mesh NoC with unidirectional channels, whereas its graphical representation G is
shown in Figure 5.3.

One dominant factor that drives the test time is the test rounds that determine test
iterations. Many researchers have devoted their efforts towards lowering the number of test

rounds since the number depends on NoC size and type and affects the NoC performance
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Figure 5.4: The G instance of Figure 5.3. Figure 5.5: The G~ instance of Figure 5.3.

as a consequence. Clusters are often considered as functional, efficient, and scalable tools
in building basic block for modern high-performance computing (HPC) infrastructures, e.g.,
NoC-based communication architecture. Simultaneously, the tool is often used to solve many
complex problems. The advantages of clustering are exploited in the proposed scheme so that
the test rounds and/or iterations become invariant with NoC size and type resulting in the

need for the same number of test clocks (time) for all NoCs in general.

The G is split into two instances G and G~. These instances for Figure 5.3 are shown
in Figure 5.4 and Figure 5.5, respectively. The G (or G™) is constructed with respect to out-
degree 67 (NV;) of a node N; [170] at an odd (or even) diagonal level. The diagonal level of the
N; in an PxQ NoC can be found as discussed in Chapter 3. For example, the N1 +< Ry,Cy >
is at the odd diagonal level while the nodes { Ny <—< Ry, Cy >, N5 <—< R5,C5 >} are at the

even diagonal level in Figure 5.3.
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Table 5.1: Cluster-set formation for Figure 5.3.

G’s Variant  Cluster-set Type Cluster-set Elements

Cr {Ns, N11}

G* Cs {N3, Ng, No, N14}
Ccs {Ny, N6}
C, {N7, Nyo}

G~ Cy {N3, N5, Ni2, N5}
C; {Ny, N3}

The proposed distributed method decomposes an NoC architecture into two instances.
Further decomposition of the instances is required into clusters so that the proposed test
scheduling becomes effective in terms of the test parallelism, which is one of the most
important performance factors for large-scale NoCs. As, the G is partitioned into G and
G, a test application on the instances is naturally limited by two test rounds. Each instance
is decomposed into clusters. A cluster in G or G~ consists of set nodes that have the same
out-degree §*. It is seen that generally, three cluster-sets are possible in G™ or G™. Table 5.1
provides the cluster-sets based on 67 (N;) = 4, 6T (NN;) = 3, §T(N;) = 2 for the instances of
Figure 5.3 as shown in Figures 5.4, and 5.5. Additional cluster set C{" or C; for 67(NV;) = 1
may be obtained if the NoC is irregular and/or indirect for example, hybrid, reduced mesh
NoCs [15]. In the proposed test scheduling as described in Section 5.8 all the nodes in a
cluster are allowed to execute the test algorithm concurrently. Each cluster set with a test
application then determines a test iteration of a test round. As the number of cluster sets in

a GT and G~ are cumulatively few, the overall test cost becomes smaller.

5.4 Network Failures due to Channel-Shorts

In this work, the channel-shorts as the interconnection faults are tackled. The logic level
interconnect’s short faults have impressive effects on the functional behavior of an NoC system
by putting it into several types of failure modes. These modes are categorized here as packet
duplication, misrouting, delay, and dropping. These failure modes are realized in terms of
channel-errors based on the type of faulty channel-wires. As the current work accounts for
interconnect’s short faults, it is needed to define these failure modes that may help to better

tune the analysis of both coverage and performance metrics.

(1) Packet duplication- An NoC is a packet switched network where each node communicates
via packets. Application data are packeted and placed as payload flits. Any payload
packet flit in terms of signal if transmitted on the data channel-wire [, is also available

over a channel-wire [, at the receiver node because of intra-shorts between the channel-
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wires. Consequently, receiver node receives multiple copies of the flit over the shorted
wires. The network in this case has experienced the packet duplication mode. The size of

duplicate packet flits increases while more and more shorts affect the wires in a channel.

Packet misrouting- Every packet is followed by its header flit i.e., beginning of packet
(bop) signal. The packet header flit (“bop” signal) is transmitted on a control wire. If
the inter-shorts affect a control-wire, the header flit gets modified. The router of the
affected control-wire detects the packet misrouting failure and consequently updates its
routing table to forward the packet with the modified header to another node instead of

an intended node.

Packet delay- Due to intra-shorts, more and more data packet flits are duplicated. As a
result, the channels in the network experience heavy traffic that cause congestion. The
packets are delayed to reach the destination from their expected time. The network is
assumed to undergo the packet delay failure mode. The packet duplication due to intra-

shorts is considered to be one responsible factor in this failure mode.

Packet dropping- One reason for this failure mode is the packet delay experienced in the
network. Few delayed packets are dropped in the network. The dropped packets enhance
the timeout error. A packet timeout is reported in a network when a packet does not
receive its trailer flit, end of packet (eop) signal within a predetermined time interval.
Further, a control wire carries the trailer flit i.e., “eop” signal which can be modified
when the wire experiences an inter-short. Consequently, the router over the affected wire
drops the packet carrying the modified trailer. The router never forwards the packet to
its destination. In this case, the “eop” signal can never be received by the destination
resulting dropping of the packet. The packet dropping caused by the short faults duly

enhances the timeout error.

Beside the data-wires and control-wires, the shorts may affect the handshake-wires in

channels. The handshake-wires transport information such as “val” and “ack” signals. Whence

such wires become faulty, the handshake information is also modified. In presence of modified

handshake information, a receiver may have received the correct packet but a sender may

resend the packet as it has received a modified “ack” signal. Here, the failure mode as the

effect of shorts on handshake-wires is studied with the packet duplication mode. The above-

mentioned failure modes are realized in terms of three types of errors at the node over a

channel affected by shorts; these are namely, payload (for packet duplication), misrouting (for

packet misrouting), and timeout (for packet delay, dropping, timeout) errors.
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5.5 Short-Channel Fault Model

Here, a short fault model that has been used in the channels is described. A short-channel
fault is a logic level hardware failure that occurs in g, a group of channel-wires. This ¢ is called
as fault group. These wires may belong to the same or different channels. Subsequently, shorts
are categorized into intra- and inter-channel shorts, respectively. These are also referred to as
intra- and inter-shorts, respectively. Figures 5.6 and 5.7 demonstrate intra- and inter-channel
shorts, respectively. Each short fault for example is denoted by the fs., between wires I, lp;
a,b =1,2,..,8 and a # b of the channel (S;,S5;). Here, the S; is router R;. These shorts
between the wires in the same fault group may occur with single or multiple instances. For
example, the g = {l3,l5} in Figure 5.6 possesses two instances of intra-shorts in the (S;,.S;).
However, single/multiple instances have the same effect with little latency degradation. Since
chips are continuously shrinking, adjacent channel wires become closer with increasing channel
width and wire density. As a result, the neighboring wires become more susceptible to shorts.
However, the occurrence of shorts tends to decrease when g increases. It is seen that the

occurrence of shorts beyond g > 4 is negligible.

!
- §2—__ "™ 53
#Slzzmxp (5.1) ” N(m — 2y 1 (5.3)
g=2 7\ I N
m=2(d+1)n (5.2) #S5 = #S51 x \[]H_Z#SQ (5.4)
i=1

Considering layouts of realistic NoCs that deal with high-density design, it is not
reasonable to consider pairwise intra-channel shorts as discussed in [6,7,37-39] to analyze
their effect on network performances. On the other hand, it is too pessimistic to consider that
all possible intra-channel shorts can be experienced in a channel. It is thus sufficient to assume
intra-channel shorts for 2 < g < 5 to observe network performance more closely. Further,
the channels (for example local channels of nodes) that do not share any common node are

separated from each other sufficiently. Considerations of pairwise inter-channel shorts between
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these channels are acceptable. Equations 5.1, and 5.3 define the #S51, #52 as the size of intra-
and inter-channel shorts at a node Nj;, respectively. The n denotes a channel width. The m
defines the number of channel-wires of the IV; with degree d. Equation 5.4 defines the #5,
size of shorts in an NoC of |C| channels and |[R| nodes. The symbols p, ¢ denote instances of
intra- and inter-channel shorts in a g. In this work, single instance, i.e., p = ¢ = 1 for both
type of shorts is considered.

The analysis of the proposed test scheme begins with a 4 x 4 mesh NoC that consists of
16 nodes and 80 unidirectional channels. The proposed test algorithm has to exercise 549440
intra- and 134144 inter-channel shorts, i.e., 683584 short faults throughout the NoC channels,
each is with n = 16-bit. Short-channel faults in an NoC may cause various system-level
failure modes such as packet duplication, misrouting, and dropping. These failure modes are
observed in terms of payload, misrouting, and timeout errors. Since the proposed scheme
follows at speed functional (on-line) testing, it needs to consider these failure modes in order
to propagate the impact of shorts to a higher level of abstraction and generate suitable test
sequences for improving fault-coverage. Note that the quality of the proposed test scheme
is measured with low hardware area overhead, low test time, high coverage metrics, and

low-performance overhead.

W1 Pattern Short Fault
Generation Detection
FDM
Organization 10 :> TSG
Packet
Duplication,
Misrouting,
Dropping
Transmission Reporting
TPG/I-TPG TRA

Figure 5.8: Abstract test architecture blocks at an NoC node.

5.6 Test Architecture and Packet Format for Fault Detection

The proposed test mechanism handles intra- and inter-channel shorts in NoC channels by
executing a test algorithm at a node. The test architecture for channels consists of a pair of
test pattern generator (TPG) and response analyzer (TRA) units. This pair is known as test
module (TM). For every node, a TM is placed inside the router and its linked core wrapped up

by the network interface (NI) unit, to reduce test time and performance overhead. Figure 5.8

163



N

[TIT] O
e %
E
TPG § E
=%
I-TPG <

Arbiter

(Buffer) (Buffep

S

\J

Figure 5.9: Typical interconnections of I-TPG unit with the O/P ports of a router.

shows an abstract representation of a TM. Additionally, each TPG is integrated with another
special hardware component that would act like multicast wrapper unit (MWU) [3]. This TPG
is now called as integrated TPG (I-TPG). The extra component consists of a demultiplexer
and 2 x 1 multiplexers connected to O/P ports of routers. The I/P line of the demultiplexer
is connected to the router TPG and each O/P line is connected to router’s O/P port via
a multiplexer. Other I/P line of the multiplexer is connected to the crossbar. The basic
configuration of an I-TPG is shown in Figure 5.9. Such interconnections would help in
monitoring test/application packets arriving at a node. The proposed test solution admits
testing in the on-line mode where tests can be exercised to a subset of channels while keeping
the rest of the network functional. Therefore, any incoming application packet has to wait at

the router till the testing of all channels under the concerned node is completed.

Every TPG unit generates a test sequence in terms of test flits including header and
trailer flits. The test sequence is so chosen that all modeled channel-short faults are detected.
Without loss of generality, the shorts are covered using the well-known walking-one (W1)
sequence [118] as test flits. These flits are packed using the credit-based wormhole switching
technique that segments them into several test packets. Note that a packet size may vary
with channel width, routing algorithm and other parameters. A typical packet format for
a 16-bit channel width is shown in Table 5.2. In addition to assigned functionalities, every
TPG has the capability of sending test packets. The TPG at a core unicasts the packets to
its linked router while the I-TPG at a router multicasts the packets to the linked core and
neighbor routers. Therefore, test packets having identical routing information, are sent from

one router to different destination neighbors.
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Table 5.2: A test packet organization using W1 sequences for n=8-bit data channel.

Payload Flits (W1)
H{0|jO0O|O|O|O]O|O|1|T
e|0]0]0]0|0]O0O|1T|O0|T
al0[0l0]0]0|1|/0|0]a
d|/0|0]0]0]1]0]|]0|0] i
e|0|0]O0O]1T]0J0]0O]O0]1
r|{0(0{1]0]0|0]|0]O0]e

0[{1/0{010]0|0]|0]|T
170(0]0{0]0|0|O0

Table 5.3: The 2-bit TRA signals for the channel errors due to short faults in the channels.

BS Signal Type Meaning

00 No Fault Data received over channel is correct
01 Payload Error (PE) Data received at multiple ports
10 | Misrouted Error (ME) | Data received at unintended node
11 | Timeout Error (TE) Data get dropped

A TRA unit, in addition to its capability of receiving test packets, analyzes received test
flits (responses) to detect and identify possible shorts on faulty channel-wires. The TRA unit
consists of two components: fault diagnosis module (FDM) and TRA signal generator (TSG).
The FDM performs pattern checking using logical operations between the received and local
test flits. Shorts can be experienced on control, data, and handshake channel-wires, and each
packet consists of the header, payload, and trailer flits. Therefore, shorts on these wires are
analyzed in terms of faults (errors) in received packets. Shorts on data and handshake wires
result in payload error while the shorts on control wires result in misrouted and timeout
errors. The outcome is fed as input to the TSG module that generates a two-bit signal (BS)
announcing the type of error detected by the FDM. Table 5.3 describes the map of two-bit
TRA signals and possible type of errors.

The work assumes n = 16-bit channels (for starting the analysis of the proposed scheme),
each of which can be treated as the 16-bit single bus. Therefore, a TPG needs to generate
16 test flits, i.e., |W1| = 16 which are packeted by wormhole switching at the routers and
cores. Every packet has four flits including header and trailer. Such small test sequences yield

reduced area overhead for TMs.
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5.7 Testing of Channel-Shorts at a Node

The proposed test scheme targets detection of intra- and inter-shorts and subsequent
identification of faulty wires in the channels of a node. The scheme works engaging the
functional mode of the NoC leaving aside only a subset of channels, which are under test.
The test is performed in three phases. In the first phase, tests are exercised to detect shorts
on data wires (DWs). In the second and the third phase, the presence of possible shorts is
checked in channels and handshake wires, respectively. While testing channels, test packets

are shifted from their parent node to its neighbors, where the responses are observed.

5.7.1 Fault Detection

A subset of the W1 test pattern set is placed into packet’s payload by adding header and
trailer flits to address shorts on data-wires. The later flits are mandatory to apply as they
carry necessary routing information. The payload follows the header and is followed by the
trailer. The content of the header flit varies with nodes. During transmission of a test packet,
each flit is shifted clockwise. Shifting of a flit is done in such a way that every channel is filled
up at the same time. In that case, data-wire under test is set to logic “1” while rest data-wires
are set to logic “0”. Note that every data-wire in a channel is tested with a test flit in the
payload. Shorts occurring on two or more data-wires affect a test flit in payload resulting
in error, which can be detected by the TRA of a receiver. A test flit sent on a data-wire is
then duplicated and made available on all shorted data-wires. Therefore, the payload error
is manifested as packet or data duplication. For example, consider Figure 5.6. When bit “1”
is transmitted on [y from the S;, the bit is received on l2,l4, ls including Iy on S;. Thus, I; is
shorted with [o, 14, 5.

Detecting shorts on control- and handshake-wires are handled subsequently. Control
wires carry header and trailer flits. In order to tackle shorts on these wires, additional W1-set
is accommodated with control framing bits. Since packets are transmitted with header and
trailer flits, these flits are affected due to shorts. When a control wire that carries the header
flit, i.e., control-framing bits with the beginning of the packet (bop) signal, the header flit
gets modified. In such a case, packet routing is changed at the receiver over the channel.
Thus, a packet misrouting is detected by the TRA of the receiver. As a result, the receiver
forwards the packet with the modified header, which is available to another receiver. Like the
header, every packet is accompanied by a trailer. If a control wire that carries this flit and
participates in some short faults, then the end of packet (eop) signal in control-framing bits is
also modified. The receiver over the channel rejects the packet thus reporting a timeout error
by the TRA of the packet receiver. As a result, the intended receiver may not receive the
trailer on time. Like data and control wires of a channel, handshake wires may suffer from

short faults. Shorts on handshake wires are detected when handshake protocol bits, i.e., “val”
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10000000 10000000
01000000 01000000
00010000 00010000
@ 4 00000001 (5.5) =+ 4 00000001 (5.6)
10000000 10000000
01010001 11010001

and “ack” signals are modified. Therefore, additional W1-set must be maintained in the test
packets to address shorts on these wires. In either of the test phases, if a response on a wire is
observed to be the same as the test flit transmitted, then the wire is considered to be normal,
faulty otherwise. Hence, this procedure establishes the state of faultiness or non-faultiness of
the concerned wire.

Since the underlying network is assumed to be in the normal mode of operation except
the channels of a node-under-test, there may be a possibility of packet deadlock as a logic
fault, in addition to payload, misrouting, and time-out errors. However, the proposed test
algorithm ensures that it does not cause any packet deadlock. This happens because the
routing path of a test packet in the test configuration is confined to a single hop (i.e., only

one channel length), and the test set that is exercised as small packets, is finite.

5.7.2 Fault Diagnosis

Note that the detection of short faults in channels of a node is not enough. These faults must
be diagnosed so that the root cause (the set of shorted (faulty) channel-wires) is identified.
Once the root cause is known, a fault-tolerant routing algorithm can be invoked to compensate
the loss of performance. The diagnosis of the faults is done by the TRA at receiver core
and routers. The basic job of each TRA is responsible for verifying the incoming test flits
(responses) against the test flits (W1) already generated by the TPG or I-TPG in the receiver.
The FDM in a receiver periodically selects the responses and corresponding local test flits to
analyze an error in the received packet, i.e., which data, control, or handshake wire is affected
by a short fault. Then the component performs the “OR” and “XOR” operations to find the
set of shorted wires with and without the wire-under-test.

For example, consider Figure 5.6. Assume that the wire /1 is under test. Then the - TPG
of S; sends the bit stream “1000 0000” as a test flit on the wire. Since the wire is shorted with
the wires l2, l4, [g of the channel, the TRA of S; receives incoming test flit as “1000 00007, “0100
00007, “0001 0000”, and “0000 0001”. Hence, three additional flits are received. These flits
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undergo logic operations with the local “1000 00007, which is generated by the I-TPG at 5.
The logic operations are shown in Equation 5.5 and 5.6. From the operations it is observed
that lo, 4, lg are shorted with the I;. Thus, the TRA is able to check the payload, misrouting,
or timeout error depending on whether [ is a data or control wire. The results obtained after
analysis are sent to the TSG-unit of TRA, which generates a 2-bit signal in accordance with
Table 5.3, followed by announcing a channel error as indicated by the diagnosis procedure.
In case of diagnosing packet misrouting, the TRA receives a modified header flit sent by S;.
In this case, S; forwards the packet to an unintended receiver during data transmission in
the network. While diagnosing packet timeout error, the TRA waits for the trailer flit of the
packet for a predefined time interval. Otherwise, the packet is assumed to be dropped/lost
at S; and the router does not forward it. This is caused by the modified trailer flits affected
by shorts on the control wire carrying the packet trailer. Similarly, the faults on handshake
wires can be diagnosed on the basis of incoming test flits over the wires, i.e., from the received

“val” and “ack” signals.

5.8 Test Scheduling

The major challenges that need to addressed while designing a test algorithm (Section 5.7)
include (1) the selection of the test set needed for detecting shorts on the NoC channels, (2)
transmission of test packets, i.e., defining the packet flow so that the goals of the proposed
cluster-driven scheme are met. The former issue can be overcome by selecting the W1-set. The
raw Wl-set is fragmented into smaller packets and the corresponding packets are transmitted
during a test phase. It is seen in Section 5.9 that all modeled shorts are detected with such
packet format. The latter issue can be handled with simultaneous transmission of test packets
from the core and router of a node. Therefore, all outgoing channels of the node get tested
in one attempt while the incoming channels get tested in the next attempt. The overall test
time can be reduced with test parallelism whence multiple nodes are allowed to execute the
test algorithm in parallel. Here a cost-effective scheduling of nodes is provided to improve
test-parallelism so that constant-time testing can be achieved for general networks that consist
of the same type of cluster-sets.

The proposed scheduling of nodes is based on the clusters as shown in the graphical view
of the network (Section 5.3). Note that a network has two set of clusters C* and C~ where test
algorithm will be run. Therefore, testing of channels can be completed in just two test rounds
Ry and R, in either off- or on-line test mode. The first round R; is exercised on the Ct while
the second round Ry is exercised on the C~. Each cluster C* (or C™) again consists of three
sets CI, CI, and (C; (or C;, C3, and C3) of nodes depending on their outdegree 6. All
nodes in a cluster-set are selected and allowed to execute the test algorithm concurrently. The

proposed test application first selects the cluster-set (C;lIr of nodes, each having 67 (N;) = 4.
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Table 5.4: Acronyms for test time required for channel shorts on an NoC.

Acronyms | Definition

Tits The number of test iterations.

T The amount of test time incurred by the test algorithm at a node.

Tipg The amount of test time needed by TPG to generate W1-set.

Tipo The amount of test time needed by TPG to organize Wl-set into a packet.
Tipt The amount of test time needed by TPG to transmit a packet.

Tira The amount of test time needed by TRA to analyze a test response.

TNoC The amount of test time needed to test channel short faults on a network.

Once the test of channels from these nodes is over, current test application is shifted to the
cluster C3 of nodes, each is with §7(N;) = 3. Subsequently, the test application is repeated
in the cluster-set of nodes with §+(N;) = 2. The test application in next round is iterated
on the nodes of the cluster-sets C;, C5, and C;. These test applications are called as test
iterations (Tits). Thus, all channels in an NoC can be tested in just six iterations. One or
two additional test iterations may be required when an NoC is an irregular and/or indirect

type. Equation 5.7 defines the Tits for a network.

Tits = |CT| +|C™| (5.7)
T%t = Ttpg + Ttpo + Ttpt + T;‘/ra (58)
Tnoc =Ty x Tits (5.9)

One common disadvantage of prior methods is the requirement of high test time,
which varies with network-size even when the same cluster-sets are obtained. The proposed
mechanism is able to test multiple channels of a node in parallel and offers constant-time test
completion regardless of the size of the network. The test time Tj; at a node is defined in
Equation 5.8 where Tipg, Tipo, Tipt, and Tirq (Table 5.4) define the time needed for deriving
the test set including header and trailer, organizing the test set, transmitting the test packets,
and analyzing the test responses, respectively. Since all nodes in a cluster-set concurrently
execute and apply the test mechanism, the T;; is same for a node as well as an iteration.
Therefore, one can estimate the total test clocks T, (defined in Equation 5.9) needed for
testing all channels of an NoC. These parameters are evaluated in Section 5.9.

Figure 5.10 illustrates an application of the proposed test solution on a 4 x 4 mesh
network with unidirectional channels. From earlier discussion, two clusters- C*, C~ are found
in the network. The corresponding cluster-sets and the nodes in a cluster-set are provided in
Table 5.1. In Ry, first test iteration I; (shown in Figure 5.10a) is accomplished by the nodes

in the (CI. The cluster-set consists of two nodes Ng, V11 that transmit test packets on their
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(a) Execution of the test algorithm at nodes € CJ in the . . L.
(b) Execution of the test algorithm at nodes € C3 in the

first test iteration I7.
! second test iteration Is.

(d) Execution of the test algorithm at nodes € C; in the

(c) Execution of the test algorithm at nodes € C; in the : i
first test iteration I7.

third test iteration Is3.

(e) Execution of the test algorithm at nodes inC3 in the (f) Execution of the test algorithm at nodes € C; in the
second test iteration Io. third test iteration I3.

Figure 5.10: Execution of the test algorithm at various cluster nodes in different test iterations (a-c) in the first test
round Ry, and (d-f) in the second test round Ra.
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outgoing channels (denoted by solid arrows) to neighbors whose TRA analyzes responses to
address short faults. The inter-channel shorts on the incoming channels of the nodes denoted
by dashed arrows are also detected by these TRAs at the neighbors. Once testing of these
channels is over, the next test iteration I3 in Ry (shown in Figure 5.10b) is executed at nodes
of the cluster-set C, which consists of four boundary nodes. The last test iteration I3 in the
current test round (shown in Figure 5.10c) is carried out at nodes of the cluster-set C4 that
consists of two corner nodes. However, the execution of the test algorithm at cluster nodes
in the R; does not cover all shorts. Hence, the next test round R is executed in a similar
fashion at nodes of the cluster-sets C, ,C5,C; as Iy, I, I3 respectively. Figures 5.10d, 5.10e,
and 5.10f demonstrate the flow of test round R.

5.9 Results

The effectiveness of the proposed test model is demonstrated with its implementation on
a set of P x P mesh NoCs described in Table 5.5. The characteristic parameters #R, #C,
IC|, #W, #R-R, and #R-C represent the number of routers, cores, channels, channel-wires,

interswitch channels, and local channels, respectively.

5.9.1 Simulation Setup

In order to evaluate the test clocks (TCs) and coverage metrics for the above networks, a
simulation environment is built using the Xilinx 10.1 ISE Design Suite. The setup consists of
Spartan3E FPGA family with the XC3S250E device and CP132 library package. The XST
[VHDL /Verilog| as synthesis tool is used to analyze test area overhead of the proposed TMs
at IP core and its linked router. The channels of a network in an iteration are placed to
simulate shorts by transmitting test packets using TPGs and verifying the responses using
TRAs. To see the effect of channel-shorts on network performance, the proposed on-line test
scheme is implemented using the cycle-accurate simulator Noxim [22]. Table 5.6 provides basic
parameters used during simulation. The n = 16 in this section and n = 32 in Section 5.10 are
considered to show method scalability. The W1-sequences are used as application data that is
packeted using wormhole switching technique. These packets are routed using the XY-routing
algorithm. During simulation, packets passing through the nodes that are currently involved
in testing, are held at the routers. The arbiters of the routers do not allow forwarding of
these packets till the routers leave the test mode. The packet injection rate (PIR) is set in
the range 0.01-0.1 that use random spatial traffic distribution to inject (synthetic) traffic as
application data in a network. For each PIR value, simulation is continued for 10000 cycles

that include 1000 cycles for warming-up.
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Table 5.5: Characteristics of P x P NoCs. Table 5.6: Simulation Parameters

N/w Size #R #C |[] #W #R-R #R-C Parameters Value
2% 2 4 4 16 256 8 8 Channel-width 16, 32
3x3 9 9 42 672 24 18 Switching Wormbhole
4 x4 16 16 80 1280 48 32 Routing XY
5x5 25 25 130 2080 80 50 Traffic Random
6 x6 36 36 192 3072 120 72 Payload w1
Tx7 49 49 266 4256 168 98 Flit /Clock 1
8 x 8 64 64 352 5632 224 128 Cycles Executed 10000

Table 5.7: Synthesis Results for the TMs in 16-bit channels.
n TM Unit #LGs RASoC Xpipe Core
TPG 118 7% 8% 2.5%
I-TPG 152 9% 10% -
16  TRA-Core 74 4% 6% 1.5%
TRA-Router 114 6% 8% -
TMy, TMy 192,266 11%, 15% 14%, 18% 4%
Table 5.8: Cluster-set nodes, test iterations and clocks analysis on P x P NoCs.
N/w Test application on G* at Ry Test application on G~ at Ry Tits Tnoc
sie ICTIICE ICFI 1T IC;l 1G] 1G] IC| (clocks)
2x2 - - 2 1 - - 2 1 2 80
3x3 1 - 4 2 - 4 - 1 3 120
4x4 2 4 2 3 2 4 2 3 6 240
5x5 5 4 4 3 4 8 - 3 6 240
6x6 8 8 2 3 8 8 2 3 6 240
<7 13 8 4 3 12 12 - 3 6 240
8x8 18 12 2 3 18 12 2 3 6 240

Table 5.9: Fault coverage analysis on P x P NoCs at n = 16.

N/w Size Payload Error(%) Timeout Error(%) Misrouting Error(%) Total FCM(%)

2x2
3x3
4x4
5XH
6x6
7
8x8

73.783 15.648 10.569
70.04 16.134 13.826
74.687 15.284 10.029
70.852 15.735 13.413
75.596 14.923 9.481
67.996 17.895 14.109
71.212 16.563 12.225

100
100
100
100
100
100
100

172



5.9.2 Area Overhead

A TPG (or an I-TPG) and TRA pair as TM, constitute the main instrument for testing intra-
and inter-channel shorts. As mentioned, the pair is considered at both router and IP core of
a node so that test clocks and performance overhead are reduced. The pair is implemented
using Verilog in Xilinx ISE Design Suite to estimate hardware area overhead in terms of logic
gates (LGs). Table 5.7 shows the synthesis results. Two well known NoC routers RASoC [65],
and Xpipe [66] are selected to see the space occupied by the TM. An IP core is much larger in
terms of area overhead than a router; for example, Plasma 16- (32-) bit RISC microprocessor
is almost 4 (5) times larger than an NoC router [188]. So, the proposed TM in a core occupies
a very little area. The TPG at a core unicasts test packets, while the element at the router
multicasts similar test packets. Therefore, the TPG for a core is simpler than that of a router.
The TRA at a core analyzes the responses received from its dedicated router while the unit
at a router analyzes the responses received from its neighbor routers and core. Therefore, the
later TRA is functionally more powerful than the former TRA. Clearly, size of a TM (say
TM;) at an IP core is smaller than that of say, TMs at its router. Further, the size of the
TMs can be optimized up to 2-5% depending on the active I/O ports (channels) of a router
and bit-width of a channel. For example, the corner router (R;) (Figure 5.2) has three active
(two interswitch and one local) channels, the TMs in the router is smaller than that in the

border router Ry, and inner router Rg.

5.9.3 Test Clocks and Coverage Metrics Evaluation

Our experiments for detecting intra- and inter-shorts in NoC channels are performed using
Modelsim simulator where a set of channels in an iteration are placed for testing. The Verilog
is used to configure the test environment with fault injection campaign. Figure 5.11 provides
the size of intra- and inter-shorts injected in the channels (at n = 16) of the network during
fault simulation. The corresponding TPGs at one end of the channels are placed to derive
test sequence, organize, and transmit the sequence in terms of packets. The TRAs at another
end of the channels are placed to analyze the responses. Table 5.8 briefs the number of nodes
selected in an iteration that initiate the test algorithm. From the table, one can easily find
Tits as well as Toc. During the experiment, it is observed that a TPG (or I-TPG) takes
5 clocks to generate the Wl-set including header and trailer, 1 clock to organize these raw
data into 8 packets, and 32 clocks to transmit the test packets. When the first test packet is
received, a TRA starts analyzing the packet and continues the operation till the last packet
is received. Therefore, two additional clocks are needed to analyze the responses for faults
on handshake wires of the channels-under-test. Thus, T;; = 40 clocks. Putting a channel
under test in an iteration improves link coverage metric (LCM). Figure 5.12 and Figure 5.13
show the LCM achieved in a round. The nodes with Deg=4, Deg=3, and Deg=2 map to
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Figure 5.11: Size of intra- and inter-shorts injected in Figure 5.12: Link coverage metric achieved at first
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Figure 5.13: Link coverage metric achieved at second

round in the network.

a test application by the nodes selected in Iy, I, I3, respectively. As an example, consider
Figure 5.10 where it may be observed that 50% of the channels are tested in Ry while the rest
50% channels are tested in Rs.

Note that a sufficient number of W1l-sequences are produced when the TPGs exercise
tests to excite short-faults on data, control, and handshake wires, followed by the analysis of
responses made by the TRAs. Thus, decent fault coverage metric (FCM) is achieved. The
FCM for the detected faults is analyzed in terms of payload, timeout, and misrouting errors.
From Table 5.9, it is observed that the fault simulation achieves 100% FCM like the LCM.
Therefore, all modeled short faults are detected by the TRAs successfully.

5.9.4 Performance Evaluation

In different test iterations, various performance metrics such as throughput, average packet
latency, and power (energy) consumed by a flit are observed. Figure 5.14 shows on-line
evaluation of the proposed test solution at different traffic size on the 4 x 4 network with
n = 16-bit channel. The traffic profile (packet flits) injected into the network is provided in
Figure 5.14a, where the packets are transmitted using the XY-routing algorithm. Figure 5.14b,
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Figure 5.14: On-line evaluation of the proposed test solution at different traffic size on a 16-bit 4 X 4 network.
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and Figure 5.14c¢ provide the size of traffic received and dropped in the network. Note that
data traffic traveling through a faulty channel may be duplicated and/or lost in the channel.
These changes can be detected in terms of received and dropped traffic. Furthermore, the
duplication and dropping of packets may continue when multiple faulty channels appear in
the routing path. Figure 5.14d depicts the maximum traffic accepted per IP-block over the
simulation period, i.e., the throughput. Besides, the size of received traffic and simulation
period, the metric depends on faults on the channels and the pattern of the injected traffic.
Figure 5.14e shows the variation of average packet latency. The metric determined by the
transmission of the header flit to the receipt of the trailer flit of a packet depends on n and
the traffic (load) on a channel along a routing path. In the test mode, the algorithm uses
only one test packet and shifts successive packet-flits per clock. Therefore, packet-latency is
4-clock. Since the traffic increases with faulty channels experiencing shorts, packet-latency
during simulation is degraded. The latency may also be degraded whence a router is busy with
a test application and the arbiter in the router does not grant an incoming application packet
to traverse it until the ongoing test application is shifted to the next iteration or completed.
When the traffic is duplicated, more power is needed by the communication infrastructure to
transmit these traffic. Figure 5.14f correlating to received traffic shows the variation of energy

consumed by a packet flit.

5.10 Method Scalability

In the proposed solution, a test application is driven by the nodes in a cluster-set. An NoC
can have at most six cluster sets (as stated in Section 5.3 and shown in Table 5.8). However,
one or two additional cluster-sets may be obtained when the NoC is of irregular/indirect
type,e.g., hybrid, reduced mesh network. Thus, the proposed cluster-set driven test model

(C-Model) scales to general NoCs irrespective of size, channel width, and topology.

5.10.1 Scalability with NoC Size

In order to account for channel shorts in larger NoCs, the nodes are selected from a cluster-set
that concurrently execute the test algorithm and lower the value of Th,c. Now, 3 x 3-8 x 8
are included to illustrate the scalable behavior of the proposed solution on larger networks.
The characteristics of these networks are shown in Table 5.5. For instance, the proposed
solution is evaluated on a 8 x 8 network that consists of 352 channels. Such a network
comprises six cluster-sets. Node-labeling is made in row-major order as shown in Figure 5.3.
The nodes in a cluster-set that are in parallel execute the test algorithm in an iteration
(Table 5.10). Correspondingly, R;, Ry test applications at different Iy, I5, I3 are shown in
Figures 5.15a, and 5.15b, respectively. Test application Ry, I; at the nodes in a cluster-
set (C;lIr is demonstrated by the circled nodes as shown in Figure 5.15a. In the figure, the

176



Table 5.10: Cluster-set formation on a 8 X 8 network.

G’s Variant  Cluster-set Type Cluster-set Elements

Cy Nio, N12, N14, N1g, Na1, Nag,  Nag, Nas, N3o, N35, N3z, N3g,
Ny, N4, Nag, N51, N53, N55
G* C3 N3, N5, N7, N16, N17, N32, N33, Nug, Nag, Nsg, Neo, Ne2
Cy N1, Ngy
Cy Ni1, N13, N5, N1g, Noo, Nag,  Naz, Nag, N31, N34, N3g, N3s,
Nyg, Ny5, Naz, N50, N52, N54
G~ 3 N, Ny, Ng, Ng, Nog, Nos, Nao, Na1, Nsg, N5g, Ne1, Ne3
9 Ng, N7

subsequent test applications in Io, Is in R; are appropriately described at dashed square and
hexagon nodes. Note that the descriptions of the nodes belonging to the cluster-sets Ci, (CéF
are provided in Table 5.10. These three iterations Iy, Is, I3 altogether in Ry cannot cover all
the modeled short faults in the channels of 8 x 8 network. The test applications in I1, I2, I3
is repeated in next round Rp as described by the circled, dashed square, and dashed hexagon
nodes (see Figure 5.15b). These nodes belong to the cluster-sets C;, C4, C5 respectively and
are described in Table 5.10. Thus, six iterations are sufficient to test all channels at the cost
of only 240 clock-cycles. Notice that the proposed solution always leads to six iterations for

any P x Q; P,Q > 3 network.

*\ X\ e N |
:

‘!I‘!‘I‘E q |
I
S {80} s+ {8+
\ \ \ - -

(a) Execution of the test algorithm by nodes in R;. (b) Execution of the test algorithm by nodes in Ra.

Figure 5.15: Application of the cluster-set driven test solution to illustrate its scalable behavior on an 8 X 8 network.
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Figure 5.16: On-line evaluation of the proposed test solution at different traffic size on a 16-bit 8 x 8 network.
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LCM-values achieved in a test iteration in round R; and Rs on an 8 x 8 network and on
other networks are depicted in Figure 5.12 and Figure 5.13, respectively. It is observed that
50% (30.68% in I, 17.05% in I3, 2.27% in I3) LCM is achieved in a round R;/Rs. Thus,
CLCM is achieved to 100%. Consequently, the FCM in terms of channel errors as found after
carrying a fault simulation on the 8 x 8 network is provided in Table 5.9. The effect of channel-
shorts is observed with the proposed test solution on performance metrics. Figure 5.16 shows
the simulation results of the solution on the 8 x 8 network for n = 16. The simulations are
performed at the same time at the range of PIR but injecting heavier traffic in the network.

Other simulation parameters are chosen similarly.
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Figure 5.17: Size of intra- and inter-shorts injected in 32-bit channels in NoCs.

5.10.2 Scalability with Channel Width

Many high-performance computing applications, e.g., MPEG-2 video, as well as other
networking applications [189], have high bandwidth requirements. The channel width of
an NoC-based communication architecture varies with topology. The probability of short-
channel faults increases in a wider channel. Therefore, a testing mechanism must scale with
such channel configuration. The proposed C-Model also scales to all NoCs with channel width.

Let us consider n = 32 for the NoCs characterized in Table 5.5. The characteristics of
these networks remain the same except the size of channel-wires #W. The values of #W of
the networks are supplied in Column IT of Table 5.12 whereas the hardware area overhead
of TMy,TM> in an IP core and a router is provided in Table 5.11 for a 32-bit channel.
Detecting all shorts in a channel with n = 32, a TPG should produce 32 test flits (W1
sequences). The amount of intra- and inter-shorts, i.e., #S1, and #S2 injected on these
channel-wires to be exercised during fault simulation are shown in Figure 5.17. As expected,
#S (defined in Equation 5.4) increases exponentially with n; the Ty (also Toc) grows almost
linearly. During the experiment, it is noted that a TPG takes 10 clocks to derive the W1-set
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Table 5.11: Synthesis Results for the TMs in 32-bit channels.

n TM Unit #LGs RASoC Xpipe Core

TPG 186 10% 12% 3%
I-TPG 219 12% 14% -

32 TRA-Core 125 5% ™% 2%
TRA-Router 164 8% 9% =

TM;, TM, 311,383 15%, 20% 19%, 23% 5%
Table 5.12: Fault coverage analysis on P X P NoCs at n = 32.

N/w #W Tnoc Payload Timeout Misrouting Total

Size (clocks) Error(%) Error(%) Error(%) FCM(%)
2x2 512 156 62.673 18.236 19.091 100
3x3 1344 234 73.524 14.397 12.079 100
4x4 2560 468 68.57 15.757 15.673 100
5x5 4160 468 63.893 17.563 18.544 100
6x6 6144 468 61.726 21.465 16.809 100
<7 8512 468 65.042 17.159 17.799 100
8x8 11264 468 62.284 16.682 21.034 100

including the associated routing information. Another two clocks are needed to organize this
test set into 16 test packets. These packets are further transmitted over 64 clocks. TRA at a
receiver takes two additional clock cycles to analyze the responses. Thus, T;; = 78 clocks. As
shown in Table 5.8 that Tits are fixed in networks, Tn,c in these networks can be taken as
shown in Column III of Table 5.12. Note that the LCM-value remains the same as shown in
Figure 5.12 and Figure 5.13. The FCM-values achieved during fault simulation vary as shown
in Table 5.12.

The proposed scheme is evaluated on a 4 x 4 network with 32-bit channels in order to
observe the effect of short faults on performance metrics. The simulation is performed on
the network with basic parameters provided in Table 5.6. However, the simulation period is
doubled from 10000 cycles to 20000 cycles. Figure 5.18 demonstrates the on-line evaluation of
the proposed solution on the network with 32-bit channels. When the channel-width increases,
large data-volume can be transmitted (Figure 5.18a) in the network with less performance
overhead. However, the number of short-channel faults increases and significantly affects
network performance. A large amount of duplicated and misrouted packet flits (Figure 5.18b)
is received in the network due to payload and misrouting error. In the sequence, many packet
flits are lost (Figure 5.18c) due to timeout error which is further enhanced by the packet
dropping failure mode. Figure 5.18e and Figure 5.18f show the behavior of average packet

latency and energy consumed by a flit, respectively. As compared to a network with 16-bit
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Figure 5.18: On-line evaluation of the proposed test solution at different traffic size on a 32-bit 4 x 4 network.
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wide channel, 3-4x higher traffic is injected into the network. However, the packet latency

and energy consumption are increased to 20—26% and 11—17%, respectively.

5.11 Method Adaptability

The portability of the proposed C-Model is assumed beyond the limit of network size and
channel width, as established in former two subsections. Now, the scalable behavior of the C-
Model is seen on a topology other than meshes but involving same or fewer test iterations. It
is clear that the Tits equals to |[CT|+|C~| found based outdegree of a node in a network. For
example, a mesh network has six cluster-sets ( Tits=6) as each node has a degree equal to 4, 3,
or 2. But, there are few networks where each node has same degree. For example, each node
in an octagon network (shown in Figure 5.19a) has degree 3. A designer can think of the test
applications in the network as shown in Figure 5.19b and 5.19¢ in order to trade-off between
test clocks and performance overhead. Figures 5.20a, and 5.20b show the test applications in
I, Ir in the Ry and are done with the cluster-sets { N1, Ny, Ng}, and { N2, N5, Ng} respectively.
Whereas, Figures 5.21a, and 5.21b show the test applications in Iy, Is in the Ry and are done
with the cluster-sets {Na, Ny, N7}, and {N3, Ng, Ng} respectively.
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The octagon network consists of 8 nodes and 40 channels, each of 16-bit. Therefore,
the fault injection campaign needs to inject #S1=274720, #52=65024, i.e., #5=339744 short
faults for testing. As each node in the octagon network has degree 3, the area overhead of the
T M can be reconfigured and reduced up to 2-3% for a 16-bit and 32-bit channels. Considering
the test time evaluation method discussed earlier, each iteration needs 40 clocks to detect
shorts in 16-bit channels. Therefore, the T,c equals to 160 clocks since the testing of all
channels can be completed in just four iterations. The fault simulation campaign is conducted
in the sequence of testing DWs, CWs, and HWs in a test round. Let us consider the channels
in Subnet-1 i.e., TR=1 shown in Figures 5.19b. In first fault simulation, the shorts exist in
DWs. Then, #S1=40898, #52=19344i.e., #5=60242 shorts are detected by transmitting
sufficient W1 test sequences and analyzing responses. In second fault simulation, shorts are
assumed to be on CWs that extend the fault region to DWs. Additional W1 sequences are
accommodated in control information (“bop”, “eop” signals). The fault simulation campaign
detects #S1=89908, #52=26376 i.e., #S5=116284 shorts. Finally, shorts are considered on
HWs that extend fault region to both DWs and CWs. Therefore, extra W1 set is placed in
the handshake communication information (“val”, “ack” signals). The fault simulation detects
#S1=178568, #52=34496 i.e., #S=213064 shorts. All modeled short faults in channels in
Subnet-1 in the round are detected resulting 100% fault coverage metric (FCM). However,
this FCM is 62.71% at the network level i.e., in reference to total modeled short faults in the
octagon network. These detected short faults are realized in the form of three types of channel
errors. It can be observed that the fault simulation reports 68.21%, 15.23%, and 16.56% as
payload error (PE), misrouting error (ME), and dropping/timeout error (TE), respectively
which again cumulatively sums to 100% FCM. In the current test round, every channel wire
has undergone the testing which results in 100% link coverage metric (LCM). However, at
the network level, this LCM is 61.90% because 26 channels have been put in the test mode.
The fault simulation is repeated similarly on the Subnet-2 i.e., TR=2 shown in Figure 5.19¢
to detect shorts in rest of the channels in the octagon network. Thus, FCM, as well as LCM
achieved individually in the network, equals to 100%. A clear advantage of conducting the
fault simulation in this manner is that channel short faults are diagnosed optimally resulting
100% coverage metrics at lowest test cost.

It is evident that channel short faults put an on-chip network into many system-level
failure modes and consequently act as an agent to direct performance degradation in the
network. The proposed scheme is now evaluated on the 16-bit octagon network and observe
severe effects of these faults on standard network performance metrics: throughput, latency,
and power consumption. To observe these metrics, the system simulation is performed using
Noxim [22], a SystemC-based cycle accurate NoC simulator. Every time the simulation is
continued for 10000 cycles including 10% of the cycles for collecting simulation statistics. It

can be noted that the octagon network is configured into an equivalent 2 x 4 mesh network
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Figure 5.22: On-line performance evaluation by the application of the proposed cluster-based test model at both test

rounds (TR=1 and TR=2) on 16-bit octagon network.
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with the shared channels between diagonally opposite routers. Figure 5.22 demonstrates
the on-line evaluation of the proposed cluster-based model on the 16-bit octagon network.
The traffic in terms of packet flits is injected at the packet injection rate (PIR) 0.11-0.20
into the network. The W1 sequences as application data (traffic) are packeted using the
wormhole switching technique and each application packet is transmitted using the XY routing
protocol. Size of application data injected is shown in Figure 5.22a. This traffic while traveling
on the routing paths, may be affected by one or multiple faulty channels. Corresponding
received and dropping flits observed in the network are provided in Figures 5.22b and 5.22c,
respectively. Note that the received flits sum the original, duplicated, and misrouted flits. The
size of received flits is seen nearly 3-4.5x of the injected traffic size. A fraction of injected
traffic is lost due to packet timeout fault. However, this fault is enhanced when CWs that
carry packet trailers experienced shorts. Generally, 5-8% of injected traffic is lost due to
timeout. But, with faulty channels, this dropping is enhanced to 12-17%. Consequently, the
behavior of performance metrics is changed and is provided in Figures 5.22d, 5.22e, and 5.22f.
The throughput in NoC architectures generally depends on the traffic pattern. Here the
uniform random traffic is preferred, which is often used in such systems. Accepted traffic
as the throughput in the network further depends on the rate of traffic injection and the
faulty channels over which the traffic is transported before reaching the destination nodes.
These factors directly increase the packet latency. For instance, if multiple channels in a
routing path are affected by short faults, more packet flits are duplicated resulting message
contention which further increases packet delay and latency. Note that when the injected
traffic approaches throughput limit, packet latency seems very high and even increases

exponentially. Consequently, energy consumed by a packet flit is observed.

5.12 Comparative Study

The proposed solution presents an efficient mechanism for at-speed testing of short-channel
faults in an NoC-based system. The solution is capable of handling various constraints such
as hardware-area overhead, test clocks, and performance overhead. The cluster-driven model
(C-Model) is compared here with existing test approaches- 2 x 2 neighborhood selection
model (2 x 2-Model) [37-39], sequential router selection model (S-Model) [6,7], odd-even node
selection model (OE-Model) [RPC-14], token-based two-hop model (2hop-Model) [RPC-13],
and diagonal node selection model (D-Model) [RPC-6].

5.12.1 Benefits in Area Overhead

In 2 x 2-Model [37-39], the TMs in IP cores transmit test packets and analyze received packets.
The TMs that transmit and analyze the packets are on the XY-paths. Each path has four
hops. It is given that each TM takes around 40-50% of a router area depending on the 16-bit
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and 32-bit channels. It is undesirable. In S-Model [6, 7], the shorts are considered in 16-bit
interswitch channels only, for which a TM takes 16% of a router area. The area overhead is
increased to 19% when shorts are extended to local channels. For 32-bit channels, the area
overhead becomes 23%, and 28% when shorts are assumed only in interswitch channels, and
both in interswitch and local channels, respectively. Therefore, the S-Model saves 17-22% as
test area overhead over the 2 x 2-Model. From Table 5.7, it is seen see that a TM on average
takes 15-18% and 20-23% area on a router for 16-bit and 32-bit channels. Thus, the proposed
approach saves router area by 4-5% over the S-Model, and 25-27% over the 2 x 2-Model.
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Figure 5.23: Comparison on test iterations needed by a  Figure 5.24: Comparison on test clocks needed by a set

set of test models.. of test models.

5.12.2 Benefits in Test Clocks

The proposed C-Model is analyzed to study the benefits of test clocks for a 16-bit channel
for P x () networks. In order to detect the shorts in channels of a larger P x Q; P,Q > 3
network by the 2 x 2-Model, multiple 2 x 2 test configurations are applied in a round. Each
round takes 250 clocks. It is seen that all channels can be tested in just four rounds and costs
1000 clocks irrespective of the size of the network. However, testing of the channels in the
on-line mode and putting a 2 x 2 subnetwork in the test mode in a P x @) networks leads
to Tits=(P — 1) x (Q — 1). Correspondingly, the test time will be 250 x (P — 1) x (Q — 1)
clocks. On the other hand, the test mechanism needs 80 x (P —1) x ( —1) clocks. Therefore,
250-80=170, i.e., 68% clocks per iteration are saved. In the S-Model, only one router is
selected at a time in order to test its I/O channels for shorts. The test mechanism requires
two phases: one for input channels and another for output channels, that costs a total of 80
clocks. Therefore, overall test cost will be 80 x P x () which is comparatively very high. Hence,
the cost associated with the S-model does not scale well with network-size. In the OE-Model,

a subnet of 16 nodes at a time is selected in test mode for a P x ) network. The model works
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well when the number of nodes |P x Q] > 16. Otherwise, test mechanism becomes similar to
that for off-line mode. Hence, Tits=[|P x Q|/16] for a P x @) network. Now, in the subnet
of 16 nodes of a P x ) network, the test mechanism is executed twice to cover channel-shorts
and it costs 80 clocks. Therefore, the OE-Model takes at least 80 x [|P x Q|/16] clocks to
detect short faults in all interswitch and local channels. Although the OE-model appears to
be time-efficient, it takes longer test time when P, () > 13 in reference to the D-model. This
is because T'its in the D-Model vary with the number P 4+ () — 1 which is very less than
[|[P x Q|/16] for large P x Q; P,Q > 13 networks. Thus, the D-Model takes 40 x (P + @ — 1)
clocks on a P x @ network. Now, the C-Model takes at most Tits = 6. Consequently, the
test cost is 240 clocks. It shows that C-Model reduces the test time significantly. Thus, the
C-Model is much faster (over 21x) and subsequently, it saves test clocks up to 12.50-95.32%
over the existing models for a set of P x ) networks listed in Table 5.5. Figure 5.23 shows a
comparison of T'its among the models. One can easily estimate the value of T, when the

test algorithm is applied to the models (see Figure 5.24).

5.12.3 Benefits in Performance Overhead

The fault simulation is carried out for the C-Model and prior test models on a set of 16-
bit P x ) networks described in Table 5.5. Figures 5.25, 5.26, and 5.27 depict comparative
results on the FCM-values achieved by the test models in terms of the channel errors when
the proposed test mechanism is adopted. For example, the 2 x 2-Model provides 73.05%,
10.26%, 16.69% as payload, misrouting, and timeout errors, respectively on a 16-bit 4 x 4

mesh network.

As the number of test iterations in prior models are higher, it is more likely that many
application packets pass through multiple test iterations. Since channel shorts cause packet
duplication and other failure modes, the duplicate packets need to use network resources
before reaching the destination. Consequently, the packet latency and energy consumption
increase. On the other hand, the C-Model requires a fixed number of iterations, which is very
less compared to those of other models (Figure 5.23). An improvement on packet latency
as well as energy consumption by a flit can be observed as shown in Figures 5.28, and 5.29,
respectively. For example, the 2x2-Model, S-Model, OE-Model, 2hop-Model, and D-Model
involve 39.63% 40.16%, 30.74%, 29.67%, 26.69% more latency than the proposed C-Model to
transport application packets on a 16-bit 8 x 8 network. On the other hand, these models
consume 30.31%, 34.20%, 23.61%, 26.17%, 21.68% extra energy, respectively than the C-
Model for transporting a packet flit. Thus, the proposed C-Model reduces packet latency
up to 19.47-40.16% and energy consumption by 17.57-34.20% for the NoCs studied in this

chapter. Note that these improvements will also increase with the NoC-size.
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5.13 Limitations

The compact implementation of versatile and dense on-chip interconnection networks, i.e.,
NoCs on a die has emerged as the technology of choice for multi-core computing. However,
because of the increased density, the communication channels in the NoCs often suffer from
intra-channel and inter-channel short faults that belong to the set of manufacturing faults.
One of the major bottlenecks for NoC-based communication systems is post-manufacturing
testing of different components, such the channels. While the cores perform computation,
defect-free channels are needed for reliable data exchange. Short-channel faults in an NoC
often cause system-level failures that may have the significant impact on its performance.
Consequently, these channel-shorts degrade the yield and jeopardize the reliability of the
overall system. This work proposes a cluster-based distributed test scheme for on-line testing
of short faults in NoC channels. The nodes in a cluster set are appropriately scheduled to
reduce test time. The approach scales to larger NoCs irrespective of the size of the network
and channel width. Fault simulation shows that the proposed cluster-driven scheme is capable
of detecting all modeled channel-shorts. On-line evaluation of the scheme also reveals the
extent of the impact that the faults will have on various performance metrics for large traffic.
Despite the several advantages, the proposed cluster-set driven test application offers following

disadvantages.

e Subnet Selection: The decomposition of an NoC into cluster sets suggests that six
sets are needed to test the channels of direct networks. However, there are many indirect
networks which are custom-specific. In that case, one or two additional cluster sets are

needed to cover the faults in all channels of the NoC.

e Test Iteration: With the increase of the cluster sets, the number of test iterations is

linearly increases.

e Test Time: The overall test time incurred by the test algorithm in a test iteration
primarily depends on the number of test iterations and the time taken in an iteration.

Therefore, the overall test time grows with the increase of the test iterations.

e Test Energy: In the first iteration of both test rounds, most of the channels undergo
the testing, i.e., the test application, in this case, puts the maximum part of the NoC
busy in the testing. Therefore, network resource utilization (e.g., dissipated packet
energy), in this case, is much higher than the other test iterations in a round. It is
expected that resource utilization should be similar to a test iteration or round. Like
the previous works, the test scheme does not provide any knowledge about the network

resource utilization during testing a component (here channels) in the NoCs.
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e Temporary Faults: Till now the proposed test mechanism does not include the test

of a temporary fault, e.g., transient faults in the channels.

These issues are targeted in the next chapter providing a cost-effective test solution that
addresses both manufacturing and transient faults in NoC channels and an estimation scheme

for network resource utilization for testing a channel.

5.14 Conclusion

In tandem with the technology advancement and subsequent evolution of NoC layouts, a cost-
effective test scheme has been proposed to meet the requirement of high-speed testing of such
networks. A new test algorithm has been developed to address both intra- and inter-shorts in
data, control, and handshake wires of interswitch and local channels in an NoC. The proposed
method is based on a decomposition technique that splits an NoC architecture into two
instances, which are further partitioned into various cluster-sets. This scheme enables all nodes
of a cluster-set to execute the test algorithm simultaneously, in one iteration. The proposed
algorithm has been implemented and evaluated on several 2D-mesh NoCs by injecting short-
channel faults. High-speed testing can be achieved by transmitting the test packets from
a node and analyzing the output responses at the neighboring nodes. Experimental results
establish the effectiveness of the proposed scheme in terms of area overhead, test clocks,
coverage metrics, and performance metrics. Additionally, system simulations have been
performed to observe the effect of shorts on network performance. The scalable behavior
of the scheme is also demonstrated for NoCs that have different sizes, channel widths, and
topologies. The proposed cluster-driven testing significantly improves hardware overhead, test

time, packet latency and energy consumption, particularly for large-size NoCs.
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Chapter

A Test Time and Energy Optimized
Scheme for On-Chip Channel-Faults

6.1 Introduction

With the continuous advancements in nanometer technology, last decade has witnessed a
compulsion for the demand of high-performance computation and communication by many
applications. Consequently, the practice of cost-effective design of modern, complex electronic
systems, e.g., SoCs have dramatically been strengthened. In the nanoscale era, a global
bus-based SoC system does not enable high-performance communication if the IP cores are
increased. For systems in many communication and computing application domains like
pervasive and parallel communication, high-end multimedia, these buses do not delightedly
reach the expected performance due to communication bottleneck. The network-on-chip
(NoC) has emerged as a holistic solution in the place that has brought the concept of
computer networking mechanism in the basic operation. The high bandwidth requirements
simultaneously are visibly moved with allying huge metallic wires in channels of NoC
architecture [2, 3,38, 52| resulting high wire density.

The channels (both interswitch and local) are the only transmission medium between
communication parties in an NoC system. As the technology scales down, NoC channels
become more sensitive to growing number of logic level manufacturing (permanent) faults
such as shorts. So, fabricating such NoCs without any defect in channels is a major challenge.
On the other hand, short faults in channels bring the network into various system level
failure modes, such as packet duplication (or overloading), misrouting, delaying, and dropping
(loss). The NoCs fabricated using nano-scale technology may show transient behavior that
sometimes manifests in permanent faults resulting advancements in the failure modes [149].
Consequently, the performance of the network is significantly influenced by permanent and

transient faults or even the chip becomes useless. In particular, the growing size of short
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faults including contemporary transient faults in NoC channels has led to growth in reliability
needs as well as pressure for yield improvement.

Faults in the channels of an on-chip interconnection network, i.e., NoC are generally
referred as the on-chip channel faults. Handling a channel in the network where channel-wires
experience faults, either of the following practices may be encouraged. By the first approach,
the faulty channel-wires are replaced by spare non-faulty wires. This replacement mechanism
becomes sometimes costly as well as adds area overhead. The approach as anticipated cannot
be a choice for a circuit designer. By the second approach, faults in channels must be
tolerated, i.e., the network is allowed to accommodate faults in channels. The scheme certainly
employs a fault-tolerant routing scheme [26, 46,48, 102| that deals with a faulty channel so
that the network may still be operational. With a fault-tolerant routing scheme, the wires
affected by a fault in a channel are avoided and alternative fault-free wires are chosen to
transmit application data packets. One basic prerequisite of the aforesaid approaches is the
identification of faulty wires in a channel prior to their implementation for taking counter
measurements against the channel’s faults. It is seen from the literature that most of the
existing fault-tolerant schemes in NoCs do not come up with a testing mechanism [6, 7].

In order to guarantee outgoing quality while not sacrificing yield and reliability, the
functional units of NoC-based systems must undergo a test at the pre- and post-manufacturing
stages. Testing such units account for a large portion of the overall manufacturing cost. The
main reasons include the pressing demand for zero defective parts-per-million, increasing
frequency of operation, the high levels of integration, limited controllability and observability
of embedded blocks, integration of heterogeneous devices onto the same substrate, requirement
for specialized, high-cost equipment, new defect mechanisms, excessive process variations
occurring in advance technology nodes, and long test times, etc. In this chapter, the proposed
solution addresses short faults in channels that grow exponentially with the channel-width.
So, the fault is more dangerous and responsible for performance degradation and significant
resource consumption compared to other faults like stuck-at, cut, etc. Therefore, devising a
cost-effective test solution with the capability of detecting channel faults (e.g., shorts) and
identifying faulty channel-wires in NoC-based systems is mandatory.

Rest of the chapter is organized as follows. Motivation and contributions to the current
work are presented in Section 6.2. Section 6.3 describes the proposed test mechanism
followed by the fixed test round oriented test-scheduling in Section 6.4. The latter part
of Section 6.4 additionally presents the energy model that may be used to account the energy
needed in testing the channel-shorts. Section 6.5 provides simulation results. Section 6.6
establishes scalable behavior of the solution whereas the solution-adaptability is demonstrated
in Section 6.7. Section 6.8 gives detailed comparative study to refer the benefits gained by
the proposed solution. Basic limitations of the present solution are indicated in Section 6.9.

Section 6.10 concludes the chapter.
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6.2 Motivation, Problem Formulation, and Contributions

The motivation of the current work is having an on-line distributed time optimized test
solution to address permanent faults on data, control, and handshake wires in channels, and
analyze their impact on network performance based on XY routing. Here, the channel shorts
employing the test algorithm proposed in Chapter 5 are taken in the analysis. Simultaneously,
the ability of the test method is extended for detecting other channel-faults, such as packet
deadlock, transient faults, and so on. It is seen by the prior schemes that unequal network
resources, such as energy dissipation are utilized during testing of the channels in a test
round (or iteration). Therefore, a trade-off between the test rounds (or iterations) and
resource utilization must be accompanied in the current test solution. It can be achieved
through a convenient test scheduling that keeps a part of an NoC in test mode. In the
proposed scheduling scheme, a network is partitioned into four equal subnetworks (subnets).
Application of the test algorithm on a subnet is treated as the test round. Each test round
goes through two test iterations. At the first iteration, channels from all odd nodes while the
channels from all even nodes in the second iteration undergo the testing. A test energy model
is proposed and can be applied to a subnet to account the amount of energy dissipated by the
test packets. Decomposing an NoC architecture into four subnets, and further executing the
test algorithm at odd/even nodes in a subnet improves the test parallelism, which is one of
the most important performance factors for large-scale networks and scales the solution with

network size, channel width, and topology.

The proposed test model is evaluated for various quality metrics like hardware area
overhead, test time (clocks), test and fault coverage, and performance in terms of throughput,
packet latency, and energy consumption by a packet flit on a set of networks. Synthesis
results show that low silicon-area overhead is required to execute the test mechanism. It is
interestingly seen that the proposed solution consumes equal test clocks for all NoCs in the
on-line mode till the channel-width remains unchanged. Simulation results show that the
proposed test model achieves 100% test as well as fault coverage metrics. Simultaneously, the
on-line evaluation of the model in terms of various network performance metrics at voluminous
traffic size reveals the significant effect of channel-shorts. The proposed solution improves the
aforementioned quality metrics than the existing works on the set of networks. It is seen that
area overhead is reduced in the range from 4-28%. The test time evaluation on the networks
shows that the proposed test solution is up to 16 x faster. Further, the simulation results show
a significant improvement in the performance overhead, such as packet latency and energy
consumption. For instance, the proposed solution needs 14.98-50.67% lesser packet latency
and 6.83-43.89% lesser energy consumption of a packet flit as compared to prior schemes.

Note that, these improvements grow with network size.

Thus, the multi-fold contributions of this work are listed as follows.

193



Detection of intra- and inter-channel shorts on NoC channel-wires. It ensures the health
status of the channel-wires. Further, it identifies channel-wires as being either fault-free

or faulty, i.e., performs diagnosis.

Extending the proposed test mechanism for detecting other channel faults like transient

faults.

Test scheduling to lower the test time and ensure the proposed solution to be time-

independent of the network size and topology.
Test energy model for the packets used in testing the on-chip channel-faults.

Evaluation of the proposed solution in terms of hardware area overhead, test time, and

different coverage metrics.

Studying the effect of the short faults in terms of various well-known performance metrics

at sizable traffic.

Establishing scalable behavior of the proposed solution with respect to network size and

channel width.

Evaluation of the proposed solution on an octagon network to establish the solution-

adaptability feature.

Table 6.1: Necessary symbols used in this chapter.

Symbol Meaning

S; An i-th router; i € N.
C; The dedicated core of the S;.
N; An NoC node that comprises of the pair < S;, C; >.
n The bit-width of a channel and commonly represents the number of single
bit wires in the channel.
lg A channel-wire; 1 < a < n.
fsab A short fault occurred between the channel-wires [, and [j.
g A fault group that occurs among a set of channel-wires.
Zg The number of occurrences of the g for intra-channel shorts.
Yg The number of occurrences of the g for inter-channel shorts.
m The number of channels shared by a node.
#51 The size of short faults in a channel.
#52 The size of short faults between among the channels of a node.
|R| The number of routers in a network.
IC| The number of channels in a network.
#S The size of channel-short faults that may be encountered in a network.
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6.3 Proposed Test Mechanism

In this section, a distributed, time-optimized test mechanism is presented for detecting
permanent faults like intra- and inter-shorts in general NoC channels. Also, the proposed
test mechanism is extended to detect other channel faults in the NoC like packet deadlock,

transient faults, etc.

6.3.1 Testing of Channel-Shorts From a Node

The basic test algorithm in detecting intra- and inter-shorts in channels of a node in an
NoC-based communication system and diagnosing the faulty channel-wires which can later be
exercised by a fault-tolerant routing scheme, is inherited from Chapter 5. The channel-shorts
are shown in Figure 6.1. Figure 6.1a demonstrates the existence of intra-channel shorts in the
channel (S;,Sj). On the other hand, the inter-channel shorts between the channels (S;, Sj)
and (S;, Sk) are shown in Figure 6.1b. The symbol fg,p represents a short between two wires
la,lp, €.8., fs12 shown in Figure 6.1a sights an intra-short between the channel-wires [1,ls in
(Si,5;). Considering the channel-short fault model in Chapter 5, the size of intra-shorts #S1
in a channel with width n, and inter-shorts #S52 at a node N; of m channels are defined in
Equations 6.1, and 6.2, respectively. It can be seen that the size of shorts grows exponentially
with the channel-width. Equation 6.3 defines #8, i.e., total size of the channel-shorts under

the proposed fault model in an NoC of |C| channels and | R| routers.
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(a) Intra-shorts in the channel (S;,S;). (b) Inter-shorts between channels (S;,S;) and (Sj, Sg).

Figure 6.1: Single and multiple manifestation of intra- and inter-shorts in NoC channels.

The illustration of the proposed test solution begins with a 3 x 3 NoC that has 24
interswitch (router-router) and 18 local (router-core), i.e., 42 channels. Each channel for
instance has m=16-bit width that can be assumed as a 16-bit data bus. Assuming the
zg = 1,y, = 1, the proposed test algorithm should encounter #S1-=288456 as intra-shorts,
#52=63472 as inter-shorts, i.e., #5=351928 as total shorts. These faults are injected into

the channels of the 3 x 3 NoC prior to execution of the algorithm.
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! (mn)!
#51= > m X x4 (6.1) #52 = Nmn — )1 < Yo (6.2)
2<g<5 7" '
|R|

#8 = #51 x 0]+ #52 (6.3)

=1

Table 6.2: A test packet organization with W1 sequences for detection of short faults in n-bit channels.

Header | Payload Flits | Trailer
Flit w1 Flit

The basic idea behind the test algorithm works by sending test packets from a sender
and analyzing the received packets at a receiver in a network. It is noted that during testing,
the functional mode of the underlying network is used except a subset of channels are put
busy in testing. In the present solution, the channel-shorts are exemplified with a finite test
set that contains walking one (W1) patterns. The test pattern generator (TPG) block in a
core or integrated TPG (I-TPG) block in a router generates the test set including header
and trailer information in terms of flits. Another hardware block known as test response
analyzer (TRA) is designed to analyze the test responses. This block has two units, one is
fault diagnosis module (FDM) and another is the signal generator (TSG). These block pair,
i.e, <TPG,TRA > at a node is called a test module (TM) and take a small part as the chip
area in the node. Figure 6.2 and 6.3 represents a basic test TM unit and TRA unit at a node,
respectively. The wormhole switching is used to organize raw test set into test packets by
embedding header and tail flits. A typical packet format is shown in Table 6.2. The header
and trailer flit generated at routers carry necessary routing information with the address of
multiple destinations (neighbors). The routing information of a test packet at a core contains
the address of its neighbor router only as the destination. Therefore, packet headers at core
and router in a node are different. However, the packet trailer may be the same. The test
packets at a node IN; are unicasted on the local channel from the core to the linked router. At
the same time, similar test packets are multicasted on the local and interswitch channels from
the router of V; to its linked core and routers of neighbor nodes. Figure 6.4 demonstrates a
schematic view of unicast/multicast based test packet transmission from a node. The solid
arrows represent the multicasting of the test packets on the channels (local and interswitch)
from a router and the dashed arrow represents the unicasting of the test packets on a local
channel from a core. Received packets as responses at receivers are analyzed to detect faults
on channel-wires and also the receivers report a channel-error. The shorts are targeted on
data, control, handshake wires in channels of a node. Therefore, the test algorithm at a node
executes in the sequence of testing the data wires (DWs), control wires (CWs), and handshake

wires (HWs) of channels from the node.
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Figure 6.4: Application of test packets at an NoC node.

6.3.1.1 Fault Detection

Let us consider the test of DW set of the channels from a node. Sufficient W1 test set is
placed into the packet payload field. The header and trailer flits are embedded to the test set.
Header flits carry beginning of packet (bop) and associated routing information for reservation
of channels. Trailer flits carry the end of packet (eop) and related routing information to
release reserved channels. The payload flits on data-wires of the reserved channels follow the
headers and are followed by the trailers. The I-TPG multicasts test packets to its neighbor
routers and linked core. Simultaneously, the TPG of the core unicasts test packets to the
router. Shifting of test packet flits is done clockwise. Each flit during transmission keeps a
channel filled. This is done by setting a data-wire of the channel to logic “1” (which ensures
the wire to be under test) and other data-wires in the channel to logic “0”. If the data-wire

which transmits “1” is shorted with another wire, a receiver over the channel receives the bit
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on both wires. It shows that the “1” is duplicated. Thus, packet duplication or overloading
is detected. Since packet payload is affected, the TRA results in payload error. For example,
consider Figure 6.1a. When the I-TPG of S; transmits “1” on the wire [5, the bit is received
by the TRA of S; over lg,l7,lg including l5. The TRA thus detects shorts on these wires
resulting payload error.

Accomplishing testing of shorts on data-wires does not detect all shorts on the channel.
The shorts on control- and handshake-wires must be handled. Tackling shorts on control-
wires, the additional W1 set must be accommodated in header and trailer flits i.e., control
framing bits. All packets are transmitted with header and trailer flits. Thus, shorts on
control-wires may affect these flits. When receiver’s TRA over a channel receives a modified
header, it detects packet misrouting error. It results turning of packets to a different direction.
Subsequently, packets may be routed to unintended nodes. If the TRA receives modified
trailer, it detects the packet dropping error. It enhances the timeout faults occurring due
to non-receipt of the end of packet (eop) signal. Similar to the data- and control-wires, the
shorts on handshake-wires in channels are handled by adding extra W1 set on “val” and “ack”
bits and shifting corresponding flits on these wires. Furthermore, when traffic size becomes
large then transmitted packets have to wait in channels for a long time that delays a packet.
During testing of data-, control-, or handshake-wires, if receiver’s TRA receives same test flit
as sent over a wire, then the wire is non-faulty. Thus, the state of faultiness or non-faultiness

of the wire is determined.

(00001000 00001000
00000100 00000100
00000010 00000010

@ 4 00000001 (6.4) -+ 4 00000001 (6.5)
00001000 00001000
00000111 00001111

6.3.1.2 Fault Diagnosis

Detecting short faults in channels ensures the state of wires in the channels. These faults
must be diagnosed to identify the faulty wires which later are exercised by a fault-tolerant
routing protocol. The FDM in TRA modules at a node is implemented to diagnose faults by
analyzing incoming test flits (responses) with local test flits. The analysis carried out by an

FDM of receiver core and router is the verification of a response with its corresponding W1
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Table 6.3: The 2-bit TRA signals used to identify faulty channel wires due to short faults.

Bits Signal Type Signal Meaning Affected Wires

00 No Fault Data received over a channel -

are correct

01 PE Data received at multiple Data and handshake wires
wires in a channel

10 ME Data received at unintended Control wire that carries
node packet header

11 TE Data get dropped Control wire that carries

packet trailer

sequence. Thus, an FDM does the pattern checking. This verification can be performed by
logical “XOR” and logical “OR” operations. Former logical operation results in shorted wires
excluding the wire sought under test. Later logical operation results in a set of shorted wires
including the wire sought under test. On the basis of the diagnosis results, i.e., the type of
faulty channel-wires that bring the underlying network into system level failures, the TSG
unit of the TRA generates the 2-bit signals that correspond to a channel error. Meaning of
2-bit TRA signals is defined in Table 6.3. Generally, three types of channel errors which are
considered to realize the failure modes are payload error (PE), misrouting error (ME), and

dropping error (TE).

For instance, consider Figure 6.1a. The S; transmits “1” i.e., “0000 1000” as test flit on
the I5. The bit-stream is received at S; as “0000 1000”7, “0000 01007, “0000 00107, “0000 0001”
on the I5,lg,l7, g, respectively. These test responses undergo logic operations as defined in
Equations 6.4, and 6.5 with the corresponding local test flit i.e., “0000 1000” already derived by
I-TPG of S;. Equation 6.4 identifies that lg, l7, l3 are shorted with l5. Thus, the transmitted
test flit “0000 10007 is altered to “0000 1111”. During the diagnosis of the faults, the TRA’s
TSG block derives 2-bit signals that report payload error if I5 is data-wire (or handshake-
wire), and misrouted (or dropping) error if /5 is a control wire that transports packet header

(or trailer) flit. The TSG block else reports the state of correctness of the wire.

6.3.2 Detection of Other Types of Channel-Faults

A channel-wire may be affected by other faults, such as packet deadlock, transient, etc. Here,
it is studied whether the proposed theory can handle these popular fault models. In addition,

the proposed scheme is extended to address faults that manifest transient nature.
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6.3.2.1 Addressing Packet Deadlock

Beside the channel-errors that occur due to shorts, NoC channels may also endure another
possible logic fault, such as packet deadlock. However, the proposed solution has ensured
that no such error can occur because the proposed test algorithm transmits test packets
over a single hop routing path and no data packet is allowed on the channels under test.
Additionally, the size of test packets is quite small that can easily be shifted without any

latency degradation.

6.3.2.2 Addressing Transient Faults

Sometimes transient faults may be experienced in channels due to some temporary conditions,
such as external radiation, spurious voltage spikes, connectivity issues or service unavailability
between nodes. A packet cannot be routed to its destination resulting in the need of
retransmission of the packet. So, a transient fault may enhance packet loss. Therefore,
this fault needs to be detected for both yield enhancement and reliability improvement. Here,
the existence of a transient fault in a channel under test is determined at the receiver-TRA
over the channel. In order to determine a transient fault, an additional functional circuit
say, R is added to the TRA unit. R must be designed in the view of detecting the transient
faults in the on-line mode. A response flit (signal) is given as input to a demultiplexer. The
output signals from this circuit are input to both the FDM and R blocks at the TRA for the
detection of a permanent fault (e.g., short) and transient fault, respectively. The detection
mechanism via logical operations shown in Equations 6.4—6.5 is used for the permanent short
faults. Since a transient fault lasts for a while, an observation method [190] is used at the
output signal from the R circuit in detecting the fault. To begin with the observation method,

a scheme is proposed as follows.

The scheme describes that the sender node transmits same the test pattern e.g., W1
sequence. Once a response signal (n-bit stream) treated as a non-zero codeword is input to
the R block, it produces new code words for predefined 2% — 1 shifts. Here, x is code-word
length excluding a parity bit. Figure 6.5 represents the R block that has fault detection
capability. Every least significant bit (LSB) of the words is considered as a parity bit. The
cycle is repeated after 2 — 1 shifts. Any error in the R’s output signal is detected by checking
the parity. The “0” and “1” in the output “F” are used to ensure the presence of a transient fault
or no error, respectively. The proposed short-fault test mechanism, for instance, is illustrated
with n=16-bit channels. Therefore, the code word length is five bits including the LSB as a
parity bit. Table 6.4 provides a sample of bit-stream shifting for 15 cycles. It can be seen
that the area overhead by R block is comparatively low. The transient faults are temporary
and occur infrequently, one may not necessarily repeat every response pattern to detect a

transient simultaneously with manufacturing faults. In this case, a 2 x 1 multiplexer unit is
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Figure 6.5: Logic design for detection of transient fault.

Table 6.4: Bit streams after different shifts.
shift bit-stream
0 0 01 0 1
1 1 0 1 1 1

4 0 1 1 1 1

placed before the R block. The control/selection line is activated randomly/periodically to
initiate the detection of a transient fault at the R block. Once, the transient fault is detected,
the receiver node automatically sends a request message to the sender for retransmission of

the packets.

6.4 Test Scheduling

One of the main criteria of the proposed solution is to provide low test time. Another
criterion is similar network resource utilization, such as test energy during application of
the test mechanism especially in the on-line mode, i.e., on a part of a network (subnet).
Simultaneously, the proposed solution must meet adequate network performance, be scalable
and adaptable to many NoC topologies. Therefore, a suitable test scheduling is needed, that

fulfills the aforementioned criteria on modeling an NoC architecture.

6.4.1 Modeling an NoC Architecture

An NoC topology that organizes physical interconnection of nodes can be considered a graph
G = (N,0). Here, X = {N;;i € N} represents the set of nodes, and C = {Ch;; j € N} represents
the set of unidirectional interswitch and local channels. Each node N; =< §;,C; > is
combination of a router .S; and its dedicated core C;. Each channel is shared by a router pair or
pair of a router and its adjacent core. The former channel is referred to an interswitch channel
while later is referred to a local channel. A channel may be unidirectional or bidirectional.

Depending on the channel category G is consequently treated as a directed or undirected
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Figure 6.6: Abstract representation and segmentation of a 3 x 3 network architecture into four subnets where each

subnet in turn undergoes a test mode for its channels.

graph. For example, Figure 6.6a shows an abstract representation of a 3 x 3 mesh network
with unidirectional channels. Correspondingly, the graphical view of the network is shown in
Figure 6.6b.

6.4.2 Test Region Selection

As mentioned, the proposed scheme has the goal to make it test-time-independent by getting
the constant number of test rounds (TRs) with respect to general NoC size and topology.
Also, each test round must take same test time. Otherwise, the varying test rounds incur
different test times (costs) and as a result, the overall test time becomes higher that may have
the direct impact on the network performance. For example, higher is the test time taken
by a test round, the latency of application packets degrades accordingly. Another goal of
the proposed scheme is to provide similar resource utilization, such as test energy on the test
rounds whence executed on an NoC. Therefore, a trade-off between the test time and resource
utilization must be accomplished. The trade-off in this chapter is fulfilled by segmenting the
NoC architecture into four parts, each is called a subnet. It can be noted that the size of each
subnet must be (nearly) the same.

Let us consider G of a P x @ NoC (e.g., mesh and torus). This G is segmented into four
connected components as subnets. To access similar resources in testing the channels of the
subnets, each subnet has size [ P/2] x [Q/2], [P/2] x |Q/2], | P/2]x[Q/2], or | P/2] x|Q/2].

Each subnet is labeled following the quadrant convention in geometry of dividing the plane.
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Let us take Figure 6.6b, the graphical view of a 3 x 3 mesh NoC architecture (Figure 6.6a).
The segmentation of the network into four subnets is shown by vertical and horizontal dotted
lines on Figure 6.6b. The subnets are labeled as Subnet-1, Subnet-2, Subnet-3, and Subnet-
4. Tt shows that each subnet has the same size and looks like a 2 x 2 architecture. During
execution of the test algorithm at a test round, only one of these subnets is in test mode
and rest part is free to transmit application data. Subnet selection on a P x @ network is
comparatively easy. If the NoC is not a mesh or torus, then it is modeled into P x ) matrix
as proposed in Chapter 3 to find the subnets.

The decomposition of an NoC into four subnets is at least needed and explained as
follows. If TR=1; the whole NoC is treated as the single subnet. Single test round is accepted
on a P x Q NoC like mesh but, the proposed test approach, in this case, remains no longer in
an on-line mode. Again, other NoCs like octagon cannot be tested in just TR=1. If TR=2,
i.e., two subnets, the partitioning may be possible again on the P x ) NoCs but not on hybrid
and octagon NoCs. With TR=2 on an octagon NoC, only two nodes can send application
data where six nodes are busy in test mode. The test application is nearly an off-line mode.
This issue has been discussed in Section 6.7 where the adaptability of the proposed solution on
the octagon network is demonstrated. If the channels of a network are scheduled to be tested
in just TR=3 i.e., on dividing the network into three subnets, it may not be easy even for
P x @ NoCs to get equal sized subnets. Consequently, performance behavior and overhead,
and resource utilization will become dependent on a subnet. With TR=4 i.e., four subnets,
the above issues are successfully addressed. At TR > 5, increased test cost and performance
degradation as the consequences are observed.

Application of the test mechanism on each subnet is treated as a test round that is
completed in two test iterations. In the first iteration, the test algorithm addresses short
faults® in the channels from the odd nodes of a subnet. The faults in rest of the channels are
addressed on the execution of the test algorithm at the even nodes of the subnet. For instance,
Subnet-1 in Figure 6.6b consists of four nodes No, N3, N5, Ng where Ny, Ng are treated as odd
nodes and N3, N5 are treated as even nodes. The 2-color problem on a graph [170] can be
employed to find a node as an odd/even. Further, one may employ the method as discussed

in Chapter 3 for finding the odd/even nodes on the graphical view of an NoC architecture.

6.4.3 Test Time Evaluation

A system-wide implementation of the proposed test mechanism should conform to lower test
time requirements. An NoC architecture provides an efficient realization by exploiting its
highly parallel and distributed nature. In fact, NoCs with a high degree of parallelism

allows testing multiple channels simultaneously. Proposed test algorithm provides high fault

!Detection of transient faults in a test iteration is attempted followed by the short fault detection.
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coverage metrics and lower test time. The first step needs a selection of the test sequences
for the detection of channel short and other faults. The algorithm exhaustively tests shorts
in channels thus the W1 sequence is the preference. The second step directs the way on the
application of the test sets. This functionality is accomplished by simultaneous unicasting
and multicasting of test packets from core and router of a node, respectively. The advantage
of transmitting test packets in this manner is that the channels from a node under test spend
equal test time (clock), which is a key requirement for any test solution. The test time T},oq4e
at a node for its channels is the sum of the times required to derive the test set including
header and trailer T}, , organize the the test set into packets T},,, transmit the test packets

Tipt, and analyze the test responses Ty,.q. Equation 6.6 defines T} qc as.

Thode = Ttpg + Ttpo + Ttpt + Tira (66)
Tsubnet = 2T hode (67)
Tn/w = 4T subnet (68)

Proposed test algorithm is applied at a node for its channels. Therefore, a set of nodes
must be kept busy in testing their channels so that the objective of lowering total test clocks
is fulfilled. The proposed test solution is applied in the on-line mode in an NoC where a part
is in test mode, while the rest part can transmit application data. Accordingly, the NoC is
partitioned into four parts as subnets. Partitioning of an NoC is discussed in Figure 6.6b. At
a time only one subnet is in test mode and is treated as a test round. Testing of channels in
a round (i.e., subnet) is completed by two iterations. In the first iteration, odd nodes send
test packets which are analyzed at even nodes. The operations are reversed in the second
iteration. Thus, the T},,4. is same for an iteration as well. The time Ty pner required to test
channels of a subnet is defined in Equation 6.7. After testing the channels of a subnet, the
test application is shifted to the next subnets. Then, T}/, that shows the time needed for
testing the channels of an NoC architecture can naturally be defined as in Equation 6.8.

The implementation and analysis of the proposed test method starts with a 3 x 3 mesh
NoC that consists of 9 routers, 9 cores, and 42 (24 interswitch and 18 local) unidirectional
channels; each has n = 16-bit width. The network is partitioned into four subnets- 1, 2, 3,
and 4 as shown in Figure 6.6. Each subnet has the same size and looks like a 2 x 2 mesh NoC.
The proposed scheme is applied on a network in on-line mode only i.e, one subnet at a time
is kept busy with testing its channels. Other subnets, on the other hand, can communicate
with each other using application packets i.e. they are in functional mode. Any data packet
that enters into the subnet in test mode has to wait at a corner/border router of the subnet.
A subnet in test mode is termed as a test round which is completed in two iterations. The

channels from all odd nodes in the first iteration (/;) while channels from all even nodes
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and analysis of test responses at odd nodes.

in next iteration (I2) are undertaken for testing. Figure 6.7 illustrates the application of
the test solution on the first subnet S; (Subnet-1) and is treated as the first round (R; i.e.,
TR=1) test application. Figure 6.7a illustrates I test application in R;. The odd nodes
Ny =< 59,09 >, Ng =< Sg,Cg > execute the test algorithm to detect shorts followed by
other faults (e.g., transient faults) related to the channels (denoted by solid arrows) from
these nodes. On completion of I;, the test iteration is shifted to Iy of R;. Figure 6.7b
illustrates this. Even nodes N3 =< S3,(C5 >, N5 =< 55,5 > like odd nodes execute the
test algorithm to address shorts in rest of the channels (denoted by dotted arrows) in the
subnet. Other test rounds Ry, R3, R4 can be iterated by sliding the test test application in R
just anticlockwise for detection of short and other faults in channels of the subnets S, S3, Sy,

respectively.

6.4.4 Test Energy Model

The test method is driven by the TM units placed in the nodes. It is desirable for a test
technique that it should be energy efficient along with the low test time as well as the small
area overhead of the TMs. The proposed test scheduling has segmented an NoC architecture
into four equal subnets as the test regions. The goal is to satisfy the trade-off between the test
time and resource utilization, such as energy dissipation during testing of the channel-shorts
in a subnet. The proposed test energy model is now described like [52]| so that the proposed

test solution is able to quantify the test energy metric.
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In the basic working principle of the proposed mechanism, the source TMs transmit the
test packets and the receiver TMs analyze the responses over the channels under test. When
the test flits (W1 sequences) travel on the channels, both the channel-wires and the logic gates
in the TM units result in energy dissipation. Here the dynamic energy dissipation as the test
energy is considered. It is noted that this test energy is consumed by the communication
process established by the TMs in the subnet whose channels are under test. The amount of
test energy F depends on the number of hops, that a test flit from a source node needs to
traverse to reach the destination node. As described, the test flits in the proposed method
traverse only one hop. The FE is defined in Equation 6.9. Fy,, and E,, are energy dissipated
per flit by the TMs and by a channel under test, respectively.

E = 2Ey + En (6.9)

Frequently, F;,, depends on the total capacitances and signal activity of the TM unit.
Similarly, the factors influence the E.;, for the wires of the channel. Ey,,, E., are determined

in Equations 6.10 and 6.11, respectively.

Eim = 0 X Cpp X V? (6.10)
Ech = Qcp X Cch X V2 (6.11)

Here, aym, acn are the signal activities of a TM and a channel, respectively. Cyp,, Cep,
represent the total capacitances of the TM and the channelrespectively. If a test packet
consists of v flits then the energy dissipated in transporting the packet over a channel can be

calculated as defined in Equation 6.12.
Ept=vxXE (6.12)

The test sequences are organized into several small packets. Let p be the total number
of test packets transported on a channel. Then, Equation 6.12 can be treated as the energy
dissipated by the i*(1 < i < p) test packet. Thus, the average energy per test packet Epit is

calculated as given in Equation 6.13.

o
Suvix E
Joa— S B _ = (6.13)
pkt — =
& &

6.5 Simulation Results

The network architectures, in general, furnish multiple known advantages like concurrent
data transmissions, regularity, and controlled electrical parameters [191]. Among many NoC

architectures, the mesh is the most widely preferred architecture. The proposed test model
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is evaluated with a series of P x () mesh-based networks. A subset of mesh networks that
includes 2 x 2 — 8 x 8 mesh NoC is selected here for testing of their channels. These networks
are characterized by Table 6.5. The characteristics are defined in terms of the number of
routers |R|, cores |C/|, channels |G|, channel-wires #W, interswitch channels #R-R, and local
channels #R-C. Every router is linked to one core and every channel has the width, for
instance, n = 16-bit. In Section 6.6, the networks of 32-bit channels are considered to evaluate
the scaling property of the proposed solution. Further, an octagon network of 16-bit channels

is considered in Section 6.7 to illustrate the solution-adaptability.

Table 6.5: Characteristics of P x @ NoCs. Table 6.6: Basic simulation parameters
N/w Size |R| |C] || #W #R-R #R-C Parameters Value
2x2 4 4 16 256 8 8 Channel-width 16
3x3 9 9 42 672 24 18 Switching Wormbhole
4 x4 16 16 80 1280 48 32 Routing XY
5X5H 25 25 130 2080 80 50 Traffic Random
6 x6 36 36 192 3072 120 72 Application Data W1
Tx7 49 49 266 4256 168 98 PIR 0.01 - 0.1
8 x 8 64 64 352 5632 224 128 Simulation Cycles 10000

6.5.1 Simulation Setup

For testing of the channels in networks, the simulation setup built in Chapter 5 is extended
here. The Xilinx 10.1 ISE Design Suite. The Spartan3E FPGA family is used with the
X(C35250E device and CP132 library package with a fault injection mechanism in channels.
The channels in an iteration are placed under test. The respective TPGs send the test
packets and TRAs analyze the responses. The XST [VHDL/Verilog| as synthesis tool is used
to analyze hardware area overhead of these test modules. Further, the fault simulation is
extended with the Modelsim PE 10.3c¢ simulator integrated with the Xilinx ISE Design Suite
to measure test (link) and fault coverage metrics. The interconnect shorts put a network into
many system-level failures. To see the effect of the faults on network performance, the system
simulation is performed using the Noxim simulator [22]. The simulator is well known to be
a cycle accurate simulator. Table 6.6 gives basic simulation parameters configured in the
simulation. The wormhole switching is used to packetize the W1 sequences as the application
as well as test packets. Each packet has four flits including header and trailer flits. Test
packets are transmitted by TPGs and analyzed by TRAs at nodes of the subnet in test mode
while the application packets are transmitted using XY routing. The packet injection rate
(PIR) i.e., application data packets are injected in the range of 0.01-0.1 in a test round in

the subnets not in test mode. Each time, the simulation is continued for 10000 cycles out of
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Table 6.7: Synthesis Results for the TM on a node with 16-bit channels.

n  TM Unit #LGs RASoC(%) Xpipe(%) Core(%)

C-TPG 118 6.99 7.74 2.5
C-TRA 84 4.98 5.51 1.5
C-T™M 202 11.97 13.25 4
16  R-TPG 152 9 9.97 -
R-TRA 114 6.75 7.48 -
R-TM 266 15.75 17.45 -

which 1000 cycles are used as the wake-up period needed to initiate the simulation and collect

its statistics.

6.5.2 Hardware Area Overhead

Each proposed TM that consists of a pair of TPG and TRA units are the driving components
of the test mechanism. As mentioned, there is only one TM component for a whole router.
Also, another TM component is needed for the dedicated core of the router. The TMs are
implemented using Verilog of the Xilinx ver. 10.1 ISE Design Suite together with a short-
fault injection mechanism in channels. Two well-known router RASoC [65], and Xpipe [66]
are considered to see area taken by the proposed TMs in these routers. Table 6.7 provides the
synthesis results towards area overhead in terms of logic gates (LGs) of the TMs at a core and
router of a node. A router has five input/output (I/O) ports that share 16-bit channels. As
can be seen, a core TPG (C-TPG) takes 6.99-7.74% router area while a core TRA (C-TRA)
takes 4.98-5.55% router area. In other words, a core TM (C-TM) takes nearly 4% area in the
core. Similarly, it is seen that a router TPG (R-TPG) and router TRA (R-TRA) individually
occupies 15.75-17.45% router area. As only channel-shorts are targeted, the area overhead
is quite small and acceptable. The area overhead is reduced on the border/corner routers
because the number of I/O ports at these routers are less by one (for border routers) and two
(for corner routers) compared to routers with five I/O ports. In other words, a border and
corner router respectively have three and two neighbor routers. It is seen that area of TMs
in these routers are 2-4% less as compared to the router with five I/O ports. Therefore, size
of a TM depends on the ports of a router and the channel-width. Further, an area of a TPG
at a core is smaller than that at a router in general because of the fact that the TPG at the
core generates the test sequences and verifies the responses only for its fixed local channel.
Whereas, the TM component in a router does the job for its fixed local as well as varying
interswitch channels. Thus, extra circuits in the logic are needed. Furthermore, an IP core is
much larger (approximately five times) than a router size. Consequently, the area occupied

by a TM at a core is much smaller than that at a router of a node.
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6.5.3 Solution Evaluation

Evaluation of the proposed test solution is done to measure test clocks and coverage metrics,
and to observe the effect on network performance for the channel shorts. Here, the proposed
solution is evaluated at n = 16. So, every channel can be treated as a 16-bit bus. Figure 6.8
gives the size of intra-shorts #S1, and inter-shorts #S2 injected in 16-bit channels of the

networks.
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Figure 6.8: Size of intra- and inter-shorts injected in channels of the networks for n = 16.

6.5.3.1 Test Clock Analysis

The shorts injected in NoC channels are considered for testing in four rounds. Each round
is completed in two iterations. For example, consider Figure 6.6 and its first-round test
application for channel-shorts as shown in Figure 6.7. The set of channels in an iteration
and rest of the channels in another iteration of the test round are activated consequently.
Respective TPGs are placed at one side to shift the test packets and TRAs are placed at
another side of the channels for the analysis of test responses. During the experiment, it is
seen that a TPG at core or router needs 5 clocks (i.e., Tjpy = 5) to derive the required W1
sequences as the test set including header and trailer information. One clock i.e., Ty, = 1
is needed to organize these raw test set into packets. Each test packet has 4 flits including
header and trailer flits. So, the W1 test set is organized into 8 packets. Every test flit from
the test packet is transmitted at a clock. Then, T}, equals to 32 clocks. On receiving first
test packet, the TRA at a receiver starts diagnosing the received test flits. The operation is
continued along with receiving test flits from a neighbor’ TPG. Thus, additional 2 clocks after

the last received test packet are needed by the TRA to complete its current test iteration.
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Therefore, the test time T,,,4. of an iteration equals 40 clocks. Since each round goes through
two iterations and each iteration takes the same amount of test clocks, testing of the channels
of a subnet is completed in just 80 clocks. The similar test configuration is iterated for other
subnets of the underlying network. Thus, the T, , equals 320 clocks (Table 6.8) since the
proposed model assumes a network of four subnets. The test clocks for detecting channel-
shorts are same irrespective of the network size and type till the width n of a channel remains

alike. It may be noted that this is the biggest achievement of the proposed solution.

6.5.3.2 Coverage Metrics Analysis

Considering a subset of channels in a test round partially covers both link (test) and fault
coverage metrics. In I; (Figure 6.7), 4 interswitch and 4 local i.e., 8 channels from nodes
Ny, Ng are tested. Rest 8 channels i.e., 4 interswitch and 4 local channels from nodes N3, N5
are tested in Iy (Figure 6.7). Therefore, link coverage metric (LCM) in each iteration is
8/16*%100=50%. Hence, cumulative LCM in this round is 100%. On shifting the test round
to another subnet subsequently, all channels of the network are covered. Thus, the LCM
achieved for the network is 100%.

Table 6.8: Fault coverage analysis on P x Q NoCs at n = 16.

N/w Size T, (Clocks) PE (%) TE (%) ME (%) Total FCM(%)

2x2 80 71.63 14.31 14.06 100
3x3 320 74.54 17.75 7.71 100
4x4 320 69.30 14.34 16.36 100
5x5 320 76.53 14.71 8.76 100
6x6 320 71.98 14.67 13.35 100
<7 320 75.46 16.10 8.44 100
8x8 320 77.50 16.71 5.79 100

Like the LCM, the fault coverage metric (FCM) is another important metric achieved
during fault simulation. In the first round, 16 channels are put in the test mode and the
subnet looks like a 2 x 2 network. Sufficient W1 sequences are shifted by TPGs and respective
test responses are analyzed by TRAs to detect shorts on the channels. The shorts are detected
in the forms of their occurrences on data, control, and handshake wires of the channels. First,
25168 intra-shorts and 10224 inter-shorts i.e., 35392 shorts are exhaustively tested on data-
wires (DWs) on shifting respective test packets. Then, the fault simulation achieves the FCM
(35392/128128)*100%=27.62%. Second, the fault simulation is performed on control-wires
that include “bop” and “eop” wires. When considering these wires, the experiment is expanded
to data-wires resulting in the detection of 55328 intra-shorts and 13944 inter-shorts. Thus, the
FCM is 54.06%. Finally, the fault simulation is performed on handshake-wires that include
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“ack” and “val” wires. The experiment is extended to data- and control-wires resulting the
detection of 549440 intra-shorts and 134144 inter-shorts i.e., 683584 shorts. Thus, the FCM
is 100%. Shifting the current test round to another subnet, same fault coverage metric can
be achieved. Thus, the fault simulation campaign in the network detects all modeled faults
resulting the FCM to be 100%. The shorts detected over channels by TRAs are manifested as
packet payload, misrouting, and timeout errors. Table 6.8 provides the fault coverage analysis

of current fault simulation campaign on the 3 x 3 network.

6.5.3.3 Network Performance Analysis

So far the evaluation, the proposed model finds the test time and coverage (test and fault)
metrics on a 3 X 3 network. Now deeply study the model when application data are
transmitted in the network where a part is under test. The channel-shorts put the network
into following system-level failures- overloading, misrouting, delaying, and dropping of packets.
Consequently, the performance of the network is significantly affected. The effect of shorts on
network performance metrics is focused on the following performance metrics- throughput,
latency, and power (energy) consumption. Rigorous simulations are performed on an NoC to
measure the performance metrics. Figure 6.9 reveals the performance of a 3 x 3 network at
n = 16 as an on-line evaluation of the proposed solution. The amount of traffic in terms of
packet flits injected in the network is given in Figure 6.9a. When traffic traverses a faulty
channel then many packet flits get duplicated that increase the amount of received packet flits
at a node over the channel. The duplicate packet flits may further be increased if multiple
faulty channels are encountered in a routing path. Therefore, destination node receives many
duplicate flits. Again some packets may be misrouted to an unintended receiver due to a short
on a control wire that has modified the packet header. Figures 6.9b and 6.9c demonstrate the
amount of packet flits received and dropped in the network. It is seen that =~2.05-3.17X i.e.,
2.61X of the injected flits on average are received after a test round in the network. Such large
received flits are naturally summed the original, overloaded (duplicated), and misrouted flits.
If a node does not receive the “eop” signal i.e., packet trailer within a scheduled time interval,
the packet is assumed to be lost due to “timeout” error. In the normal mode of a network,
the timeout error is ~3-7% of the injected traffic. This error is enhanced due to shorts on the
control wire that carries packet trailer.

When channel shorts are considered in the network then packets get delayed due to
overloaded traffic resulting enhanced packet timeout. As result, more flits are dropped. Many
duplicate flits forwarded by a router in the underlying routing path may be dropped later in
the path. Thus, the dropping as observed raises to ~8.31-14.47% of the injected traffic flits.
With such amount of packet flits received and dropped, the behavior of performance metrics-
throughput at a node, average latency of a packet, and energy consumed by a flit at different

test rounds are observed and demonstrated in Figures 6.9d, 6.9e, and 6.9f, respectively.
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Figure 6.9: On-line evaluation of the proposed solution to observe the behavior of various performance metrics in the
3 X 3 NoC with 16-bit channels.
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Figure 6.10: The partitioning of a 7 X 7 NoC to four subnets and respective test rounds for an application of the

proposed test solution. The solution duly illustrates the scalable behavior with a larger network.

6.6 Solution Scalability

The proposed test solution scales to NoCs independent of its size and type. Taking the
advantage of the proposed test scheduling scheme already discussed in Section 6.4, the scalable
behavior of the proposed test solution is described irrespective of the size and channel width
of all the NoCs included in Table 6.5.

6.6.1 With NoC Size

If the faults are to be detected in larger NoCs the test method must be executed concurrently in
such way that the test time overhead is reduced. It will help the incoming application packets
to wait for less time when they have entered into a node involved in testing the channels.
The proposed test scheduling scheme segments an NoC architecture into four test regions
independent of the size of the NoC. The regions (subnets) are named as per the quadrant
in the XY plane. Subsequently, the proposed solution model is named as a quadrant model
(Q-Model). The natural scaling of the Q-Model here is illustrated with a 7 x 7 mesh NoC.
The partitioning of the network into four subnets is shown in Figure 6.10. Characteristics of

the network are provided in Table 6.5. As can be seen that the network has 168 interswitch
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Figure 6.11: Application of the test algorithm in Subnet-1 of the 7 x 7 NoC i.e., first test round. (a) and (b)
demonstrate the execution of the test algorithm at odd and even nodes, and subsequently analysis of test responses at

even and odd nodes in first and second iterations, respectively.

and 98 local i.e., 266 channels; each has width n = 16-bit. Since the bit-width of the channels
remains fixed, area overhead of the TMs in a node is same as earlier (Table 6.7). Thus,
the area overhead of the TMs in nodes remain same for the node with 16-bit channels. The
channels of the 7 x 7 network are tested by applying the test algorithm on the nodes of a
subnet treated as a test round and shifting of the test application to next subnets. Figure 6.11
for instance, demonstrates the first round test application that tests 80 channels in the subnet.
The first iteration of the first round is shown in Figure 6.11a while Figure 6.11b presents the
next iteration on the same round. Note that the subnet is treated like a 4 x 4 network. As
computed previously, Ts,pner = 80 and T, Jw =320 clocks. Thus, it states that the test clocks
are same for all the networks (Table 6.8). In the round, testing of 40 channels in the first
iteration results in 50% LCM and rest 40 channels in next iteration results in 50%. Thus, the
round achieves 100% LCM. The test round is shifted to other subnets in the network and the
application results 100% LCM for the network. The TPGs at one end of the channels transmit
test packets containing required W1 sequences. The TRAs at the other end of the channels
analyze test responses and detect shorts in these channels in phases. First, the experiment
detects 125840 intra-shorts and 75264 inter-shorts on data-wires of the channels. It results
in 29.41% FCM. Next, the experiment undertakes control-wires and extends the test region
to data-wires. Note that, 276640 intra-shorts and 102592 inter-shorts are detected resulting
in 55.47% FCM. Furthermore, the experiment undertakes handshake-wires and extends the
test region to both data- and control-wires; 549440 intra-shorts and 134144 inter-shorts are
detected. Thus, the FCM reaches to 100%. Since similar test configuration is iterated in

other subnets, all modeled shorts in channels of 7 x 7 network are addressed. Thus, the fault

214



80000 800000

70000 Oflits — 200000 OTR=4
. - T BTR=3
5 6000 - 3 600000 g TR=2
a 50000 ¢ 500000 MTR=1
= a
$ 40000 S 400000
Q o
g 30000 300000
5 20000 S 200000
5 [0}
@ 10000 D D 5100000 ﬁ

: ARRRN , B

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 009 0.1
PIR

(a) Amount of packet flits injected in the 7 x 7 NoC.

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
PR

(b) Amount of packet flits received in the 7 x 7 NoC.

45000 14

40000 512:: L2

kel = *
o ~

. 300 oo % .
£ 300" grpeyg S

2 25000 5 08

g 20000 § 06
g 15000 g

2 o 04
S 10000 3
£

& 500 = ﬁ P 02

0 0

001 0.02 003 004 0.05 0.06 0.07 0.08 0.09 0.1 001 002 003 004 005 006 007 008 009 0.1
PR PIR

(¢) Amount of packet flits dropped in the 7 x 7 NoC.

18000

(d) Throughput behavior observed in the 7 x 7 NoC.

2000

- —&— TR=4
oo & TR 180
7 14000 e 1600
< 12000 S o
< 10000 g 100
£ 800 E 100
2 2 800
: 6000 : o
3 4000 8 400
o [}
2000 g 200
0 0
001 002 003 004 005 006 007 008 009 0.1 001 002 003 004 005 0.06 007 008 009 0.1

PIR

(e) Avg. Latency behavior of a packet in the 7 x 7 NoC.

PIR

(f) Energy consumed by a flit in the 7 x 7 NoC.

Figure 6.12: On-line evaluation of the proposed solution to observe the behavior of various performance metrics in the

7 x 7T NoC with 16-bit channels while the channels in a subnet are kept in test mode and rest part is in functional mode.
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simulation results to 100% FCM. As the faults are detected on channel-wires, TRAs announce
the type of errors which are already provided in Table 6.8.

Continuing with the fault simulation campaign, the on-line evaluation of the proposed
solution is performed in the network to observe the effect of shorts on performance metrics.
Figure 6.12 demonstrates performance evaluation at all four test rounds for n = 16. The
simulation setup is extended to observe the effect of channel-shorts on the network. It is
observed that the amount of received flits is 1.93-3.09X of the number of flits injected in the
network. Also, it is seen that the amount of dropped flits varies in the range of 10.29-18.95%
of the injected flit size.
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Figure 6.13: Size of intra- and inter-shorts injected in networks at n = 32.

6.6.2 With Channel Width

The width of a channel has the direct effect on performance metrics especially in minimization
of packet latency. The channel width of a network varies with topology, applications, and so
on. Moreover, the same topology may have a channel with varying width e.g., fat-tree network.
Accordingly, a test solution must scale with such channel configurations. The proposed Q-
model scales to networks with larger channel width. Here, the networks characterized in
Table 6.5 are assumed for n = 32-bit instead of n = 16-bit. So the characteristics of the NoCs
remain same except for the wire set. The new size of the channel-wires #W is mentioned in
Table 6.9. On these wires both intra- and inter-shorts are modeled and simulated as shown in
Figure 6.13. As the channel-width is doubled, the TMs in a node must generate the required
W1 sequences and diagnose the channel-shorts by analyzing the responses. Some routers like
CHAIN, MANGO, SPIN [10] have more size (< 1.5x) than RASoC and Xpipe routers with
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Table 6.9: Fault coverage analysis on P x Q NoCs at n = 32.

N/w Size #W  Tnoc (clocks) PE (%) TE (%) ME (%) Total FCM(%)

2x2 512 156 70.44 16.75 12.81 100
3x3 1344 624 61.21 15.24 23.55 100
4x4 2560 624 63.89 18.01 18.10 100
5xH 4160 624 68.84 17.35 13.81 100
6x6 6144 624 69.70 14.85 15.45 100
=7 8512 624 74.52 15.37 10.11 100
8x8 11264 624 61.31 16.36 22.33 100

Table 6.10: Synthesis Results for the TM in a node with 32-bit channels.

n  TM Unit #LGs RASoC(%) Xpipe(%) Core(%)

C-TPG 146 5.97 6.6 1.83
C-TRA 105 4.29 4.75 1.21
C-TM 251 10.26 11.35 3.04
32 R-TPG 219 8.95 9.9 -
R-TRA 135 5.52 6.11 -
R-TM 354 14.47 16.01 -
251-354 19-22 22-25 )

32-bit channels. Area overhead of TMs in these routers is less. Table 6.10 provides the area
overhead in these networks for a node with 32-bit channels. As can be seen that a C-TM
takes 10.26-11.35% router area (or 3.04% are in the core) while an R-TM takes 14.47-16.01%
router area only. In reference to a 16-bit channel, these areas are nearly 19-22% and 22-25%
of RASoC and Xpipe routers, respectively while 5% area is seen to be reserved in the core.
Though the channel-width becomes double the TM area increases only by few gates. Thus,
one can conclude that the area overhead incurred by a TM increases slowly with the rapid
increase of the channel width.

Though shorts increase exponentially with channel width the T;,,4. varies almost linearly.
It is because of the larger TM block in a node. For instance, consider the testing of 32-bit
channels on the networks characterized in Table 6.5. In a node, a TPG generates 32 W1
sequences and organizes into 16 test packets. The TPG needs 10 clocks to generate the W1
set and 2 clocks to packetize. The test packets are shifted in 64 clocks. Since a TRA over a
channel under test starts analyzing the test responses on immediate receiving a test packet,
additional 2 clocks are sufficient to finish the ongoing testing. Thus, Thode = 78, Tsubnet =
156, T}, /,, = 624 clocks (Table 6.9). This experiment as earlier has detected all modeled shorts

on the data, control, and handshake wires. The coverage metrics (both test and fault) have
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achieved 100% as earlier. Consequently, the manifestation of the short faults in terms of
channel errors is observed and provided in Table 6.9.

Now, the effect of channel-shorts on the well-known performance metrics is investigated.
For instance, the 3 x 3 mesh network with a 32-bit channel-width is considered. The simulation
setup is extended to observe the behavior of the performance metrics under the proposed
solution. The W1 sequences as application data are used and packeted using the wormhole
switching technique. Figure 6.14 presents the on-line evaluation of the proposed Q-model.
As the size of faults in channels increases with the channel-width, more and more packets
flits may be duplicated due to payload error. At the same time, many packet flits will be
dropped due to the timeout error. It is seen that the variation in the size of received as well
as dropped packet flits depends on the size of packet flits injected and the size of channel-
shorts experienced in a routing path. It is seen that nearly 2.5-4.25X (Figure 6.14b) and
11.57-16.86% (Figure 6.14c) of the injected traffic (Figure 6.14a) are respectively, received
and dropped in the network. Subsequently, the performance metrics- throughput, packet

latency, and energy consumption are reported in Figures 6.14d, 6.14e, 6.14f.

6.7 Solution Adaptability

With the ability of natural scaling of the proposed test technique established in previous
sections, it would be additionally advantageous for the technique whence it shows the
portability on topologies other than meshes. In this section, the efficiency of the Q-Model
is evaluated on the Octagon network with 16-bit unidirectional channel configurations. The
abstract representation of an Octagon network is shown in Figure 6.15. The proposed test
scheduling scheme segments a network into four subnets which undergo testing of channel-
shorts in turn. Without loss generality, a designer can think of the test application in the
Octagon network as shown in Figure 6.16 in order to the trade-off between test clocks and
performance overhead.

The octagon network consists of 8 nodes and 40 channels, each has 16-bit width.
Therefore, the fault injection campaign needs to inject #S1=274720, #S2=65024 i.e.,
#S=339744 short faults for testing. Each node in the Octagon network has neighbor nodes,
which implies that every node is a border node. The area overhead of the TM block can
be reconfigured and has reduced up to 2-3% on the size provided in Table 6.7 for 16-bit
channels. Considering the test time evaluation method discussed earlier, each iteration needs
40 clocks to detect shorts in 16-bit channels. Therefore, T, /,=320 clocks since testing of all
channels can be completed in just four rounds or eight iterations. Let us consider the first
subnet (Figure 6.16a) and put the channels under test. The fault simulation campaign is
conducted in the sequence of testing DWs, CWs, and HWs in a test round. Conducting the
fault simulation on the DW wire set, #51=25168 as intra-shorts, #52=10224 inter-shorts i.e.,
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Figure 6.16: Application of the test algorithm at various test rounds on an Octagon network.
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#35=35392 shorts are detected. Subsequently, the fault simulations have detected #S51=55328,
#52=13944 i.e., #S=69272 shorts and #S1=109888, #S52=18240 i.e., #S=128128 shorts on
testing the CWs and HWs. In the current test round, 16 channels are tested resulting 40%
achievement on the LCM and 37.71% achievement on the FCM. The fault simulation must be
repeated by shifting the test application anticlockwise as shown in Figures 6.16b to 6.16d to
detect shorts in rest of the channels. All modeled short faults in channels are detected resulting
100% LCM and FCM. These shorts in channels are treated in the form of channel errors. As
observed, the fault analysis reports 70.76%, 16.52%, and 12.72% as payload, misrouting, and

dropping error, respectively which again cumulatively ensure 100% FCM.

IS

Figure 6.17: Modeling of an Octagon network (Figure 6.15) into a 2 x 4 network.

Now, three basic performance metrics- throughput, latency, and power (energy)
consumption are evaluated for the proposed test model on the Octagon network. The
simulation setup is extended to the Octagon network. The network is modeled to a 2 x 4 mesh
network with the interconnection between opposite diagonal routers (Figure 6.17). Figure 6.18
demonstrates the online evaluation of the proposed test model in a test round. In other words,
the significant effects of the channel shorts on the above performance metrics on the Octagon
network with a 16-bit channel width are provided in Figure 6.18. The traffic in terms of packet
flits is injected into the network and is shown in Figure 6.18a. Corresponding received and
dropping flits observed in the network are provided in Figures 6.18b and 6.18c, respectively.
Note that the received flits comprise the original and duplicated flits. A fraction of injected
traffic is lost due to packet timeout fault. However, this fault is enhanced when CWs that
carry packet trailers experienced shorts. Generally, 4-7% of injected traffic is lost due to
timeout. But, with faulty channels, this dropping is enhanced to 10-16%. Consequently,
performance metrics get changed and are provided in Figures 6.18d, 6.18e, and 6.18f.

6.8 Comparative Study

A test methodology becomes widely accepted whence it is complemented by comparison with
existing mechanisms. In this work, the quality metrics used for comparison are hardware
area overhead, test clocks, fault coverage and consequent channel errors, and performance
overhead, such as packet latency and energy consumption by a packet flit. These quality

metrics are influenced by the related parameters like test rounds/iterations, channel width,
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Figure 6.18: On-line evaluation of various performance metrics for the application of the proposed test model in an

octagon network with 16-bit channels.
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fault size, fault type, etc. In this chapter, one can see the benefits of the proposed Q-Model
with a set of prior test models, such as the 2 x 2 basic mesh-based neighborhood model (2 x 2-
Model) [37-39,168], sequentially router selection model (S-Model) [6,7], token-based two hop
model (2hop-Model) [RPC-13|, iterative 4 x 4-subnet selection model (I-Model) [RPC-12,
RPC-14], and diagonal node activation model (D-Model) [Chapter 3| in terms of the above-

mentioned quality metrics.

6.8.1 Benefits in Area Overhead

At first, the comparison analysis undergoes among the models with the area overhead of a
TM architecture. In 2 x 2-Model, the TM architectures are placed in the IP cores of the basic
2 x 2 network neighborhood. The TM from a core transmits test packets to the TM in another
core which is on the XY path. Each path has four hops i.e., channel length. Therefore, the
number of received packets during analysis is larger while channels are affected by shorts. In
order to tackle these faults, the size of a TM is naturally high. It is given that each TM takes
around 40-50% of the router area depending on the 16-bit or 32-bit channels. It is naturally
undesirable as the area of the TM unit depends on the channel-width. In S-Model [6,7], the
shorts are taken in 16-bit interswitch channels only. The TM takes 17% area in the router.
The area overhead is increased to 21% while the shorts are extended to local channels. On
considering the test mechanism to the 32-bit channels, the area overhead raises to 23% when
the shorts are assumed on only the interswitch channels and 29% when the local channels, in
addition, are considered. Therefore, the TM area by the S-Model ranges from 17-29%. Thus,
the S-Model has saved 21-23% test area overhead resulting 42.00-57.50% improvement over
the 2 x 2-Model. In the proposed work, the test mechanism is run at a node. From Tables 6.7
and 6.10, it is seen that a TM on average takes 12-25% (12-18% and 19-25%) area on a
router for 16-bit to 32-bit channels. Thus, the proposed approach saves router area by 4-5%
over the S-Model, and 25-28% over the 2 x 2-Model. As a result, the improvement becomes
13.79-29.41% and 50-70%, respectively as compared to S-Model and 2 x 2-Model.

6.8.2 Benefits in Test Clocks

Next, the comparison analysis is done for the benefits of test clocks incurred for a 16-bit
channel by the test mechanisms. The test clocks directly depend on the number of test
iterations (Tits). Figure 6.19 gives the Tits needed by a test model to account for the
channel-shorts on a network. Correspondingly, the test clocks incurred by the models are
provided in Figure 6.20. In order to detect the shorts in channels of a larger P x Q (P, Q > 2)
network by the 2 x 2-Model, multiple 2 x 2 test configurations are applied in a round. Each
round takes 250 clocks. It is seen that all channels can be tested in just four rounds and

costs 1000 clocks irrespective of the size of the network. However, testing of the channels in
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Figure 6.20: Comparison among test solutions with test clocks.

the on-line mode and putting a 2 x 2 subnetwork in a P x @) network as the test region in a
round, the number of test iterations (7'its) can directly be determined from the network size
as Tits = (P — 1) x (Q — 1). Correspondingly, the test time will be 250 x (P —1) x (Q —1)
clocks which are extremely high resulting in high test cost and performance degradation. On
the other hand, if one employs the proposed test mechanism, it costs 80 x (P — 1) x (Q — 1)
clocks. Therefore, 250-80=170, i.e., 68% clocks per test round are saved. In the S-Model, only
one router is selected at a time in order to test its I/O channels for shorts. Therefore, the
test rounds needed by the model vary with the size in terms of the number of routers/nodes
in a network. If one brings the test mechanism, it is executed in two phases- one for input
channels and another for output channels that cost 80 clocks. Therefore, overall test cost
will be 80 x P x @ which is comparatively very high. The S-model, as a result, cannot be

economic with network size. In the I-Model, a subnet of 16 nodes at a time is put in a test
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mode in a P x ) network. The model works well for a network where the number of nodes
|P x Q| > 16. Otherwise, the approach makes the test application like in an off-line mode. In
the model, the test mechanism is executed twice and costs 80 clocks. Therefore, the I-Model
at least takes 80 x [|P x @Q|/16] clocks as the test time in a P x @ network. Though the
I-model apparently looks to be time efficient but takes higher test time on the increasing size
of the P x (). This drawback is overcome by the D-model where the Tits vary with the order
of (P + @ — 1) which seems to be much lower than [|P x Q|/16] for larger P x @ networks.
Thus, the D-Model takes 40 x (P+Q —1) clocks on a P x @ network. So far, from the analysis
on the test time metric, it is observed that the test time linearly increases with the number
of test iterations that depends on the network size. On the contrary, the proposed Q-Model
presents the constant number of test iterations resulting same test clocks irrespective of the
network size. Now, the Q-Model takes at most T'its = 8 iterations to detect channel-shorts.
Consequently, the test cost becomes 320 clocks. It shows that Q-Model reduces the test time
significantly. Consequently, the Q-Model becomes much faster and it is up to 16x for the
P x @ networks studied here. Subsequently, the Q-Model saves test clocks up to 11.11-93.75%

over the existing models for the P x @) networks.

6.8.3 Benefits in Coverage Metrics and Channel Errors

Next, the analysis of another quality metric namely, channel error as the realization of the
short faults experienced on the channels of the network goes for. The fault simulations are
conducted on the networks characterized in Table 6.5. The channel-shorts are injected into
the networks and are simulated as per the subnet selection by a test model. The shorts are
analyzed as mentioned in the sequence of the DWs, CWs, and HWs. Each approach has
achieved 100% test as well as fault coverage metrics on the test applications. Consequently,
Tables 6.11, 6.12, and 6.13 reflect the payload error, misrouting error, and timeout error,
respectively as caused by the channel-shorts on conducting the fault simulations by the set of
test models selected here. For example, the 2 x 2-Model on the 3 x 2 network senses 70.36%,
13.34%, and 16.30% as the payload, misrouting, and timeout error, respectively.

6.8.4 Benefits in Performance Overhead

The analysis on the performance overhead among the test models on the networks of 16-bit
channels is completed. As the test iterations in prior models are higher, it is more likely
that many application packets get passed through multiple test iterations. It means the
packets may be routed through multiple faulty channels. Since, the channel shorts cause
packet duplication, the size of received packets in a network are more. Figure 6.21 reveals
the traffic (packet flits) size received in the networks. For example, the 2 x 2-Model observes
4.27-7.83X of the injected traffics while the Q-Model observes up to 4.5X of the injected
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Table 6.11: Comparison of payload error (%) analysis in P x @ NoCs.

N/w Test Models

Size  2x2-Model [38,39] S-Model [6,7] I-Model 2hop-Model D-Model Q-Model
2x2 70.44 70.56 69.84 69.19 69.88 70.60
3x3 70.36 69.29 73.97 71.36 70.43 69.30
4x4 70.19 72.27 69.36 71.05 70.37 70.08

5 XD 71.31 71.81 71.21 70.93 70.81 70.97

6 x6 70.64 72.89 68.76 70.21 71.37 69.89
X7 70.27 69.84 72.77 70.56 70.56 71.15
8x 8 69.63 70.31 73.35 70.84 71.04 70.20

Table 6.12: Comparison of misrouting error (%) analysis in P x Q NoCs.

N/w Test Models

Size  2x2-Model [38,39] S-Model [6,7] I-Model 2hop-Model D-Model Q-Model
2 x2 13.31 13.38 14.88 15.24 13.65 13.98
3x3 13.34 14.07 11.81 14.02 13.75 16.36

4 x4 13.78 13.39 14.85 13.04 17.09 13.65

5 X5 14.12 14.04 15.34 13.98 13.23 14.78

6 x6 17.17 13.92 15.11 14.02 14.11 15.14
X7 14.56 14.63 13.29 15.09 15.27 13.48

8 x 8 13.26 14.54 13.92 14.29 13.13 13.53

Table 6.13: Comparison of timeout error (%) analysis in P x Q NoCs.

N/w Test Models

Size  2x2-Model [38,39] S-Model [6,7] I-Model 2hop-Model D-Model Q-Model
2x2 16.25 16.06 15.28 15.57 16.47 15.42
3x3 16.30 16.64 14.22 14.62 15.82 14.34

4 x4 16.03 14.34 15.79 15.91 12.54 16.27

5 X5 14.57 14.15 13.45 15.09 15.96 14.25

6 x6 12.19 13.19 16.13 15.77 14.52 14.97
X7 15.17 15.53 13.94 14.35 14.17 15.37

8 x 8 17.11 15.15 12.73 14.87 15.83 16.27
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Figure 6.23: Extra packet energy consumption by a set of test models over the Q-Model.

traffic. Also, it is noticed that the S-Model receives more traffic (4.64-9.53X) as compared
to other models. At the failure modes caused by the channel-shorts, the duplicated packets
are transported on the routing paths before reaching the destination. Consequently, packet
latency and energy consumption are increased. Figure 6.22 demonstrates the packet latency
degradation of the prior models over the Q-Model. For example, the latency degradation by
the 2 x 2-Model, S-Model, I-Model, 2hop-Model, and D-Model are respectively observed as
25.16% 26.01%, 20.25%, 22.67%, and 14.98% on the 2 x 2 mesh network when on executing
the proposed test mechanism. The latency degradation by the models on the 8 x 8 mesh
network is observed as 43.04%, 50.67%, 24.39%, 29.73%, 17.58%. Thus, the Q-Model reduces
packet latency up to 14.98-50.67% as compared to the prior models on the set of networks.
Figure 6.23 demonstrates the energy consumption by a packet flit by the prior models over
the Q-Model. For example, the 2x-Model, S-Model, I-Model, 2hop-Model, and D-Model

227



respectively, consumes 20.07%, 25.66%, 18.69%, 14.34%, and 6.83% more energy than the
Q-Model on the 2 x 2 mesh network. On the other hand, the prior models need 32.29%,
43.89%, 22.44%, 21.86%, and 14.93% more energy to transport the packet flits. As a result,
the Q-Model improves packet energy consumption by 6.83-43.89% for the NoC set included

here. Note that, the improvements grow with NoC size.

6.9 Limitations

Today’s multicore, multiprocessor SoCs (MPSoCs) require a complex network-on-chip (NoC)
as communication channels, which often suffer from various manufacturing faults. Such
physical faults cause system-level failures and subsequent degradation of reliability, yield,
and performance of the computing platform. These faults are exclusively addressed in this
dissertation through Chapter 3-5. In addition to a permanent fault, on-chip channels can
experience a temporary fault, such as the transient fault. In this contribution both permanent
and temporary faults are detected. In addition to the detection of channel faults, a theoretical
test energy model is presented in order to make the trade-off between the test and network
resource utilization in terms of dissipated energy. This is done by providing a new test
scheduling scheme that segments a network into four (almost) equal parts followed by the
application of the test algorithm for channel faults. For the illustration of the proposed
partitioned based test solution, channel-short faults are taken in the analysis. The main

drawbacks of this work are provided below.

e Coexistent Channel Faults: One disadvantage of this work like other works
discussed in Chapter 3-5 includes that single fault model, i.e., only stuck-at, only
open, and short faults, are accounted in the channels one at a time. These permanent
faults can, however, appear simultaneously in the channels. Subsequently, the reliability,

network performance, etc. are noticeably affected by the coexistent nature of the faults.

e Scope: The test solutions discussed in Chapter 3-6 have overcome the scope and
scalability limitations of most of the commonly practiced test approaches that consider
mesh-based NoC channels only, and do not perform well for other topologies such as the
octagon, k-octagon, and spidergon networks with regard to testing time and overhead
issues. However, a little emphasis is given on the untraditional NoCs by applying the
proposed solutions on the octagon NoC only. The untraditional networks have also
shown that these networks can satisfy high demand of performance requirements in

many multiprocessor architectures.

As a result, bridging the gap of testing the channel faults between traditional and

untraditional NoCs should be reduced by addressing the issues of co-existent channel-
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faults and advancing the scope of the test mechanism beyond mesh and octagon to other

untraditional networks.

6.10 Conclusion

This chapter has presented a cost-effective, time-optimized test solution with the capability of
detecting and diagnosing channel-shorts. The intra-shorts beyond pairwise occurrences and
pairwise inter-shorts have been addressed in both interswitch and local channels. The fault
detection mechanism has stated faultiness/non-faultiness of the channel-wires. The diagnosis
mechanism, on the other hand, has identified the set of faulty channel-wires. Additionally,
detection of other faults, such transient faults in channels has been theoretically studied by
the proposed scheme. A convenient test scheduling scheme has ensured constant test time
for all NoCs at fixed channel width and made the proposed model to scale for larger NoCs.
Experiments have shown little area overhead to execute the test mechanism and achieved
100% coverage metrics. Simulation results observed during on-line evaluation of the proposed
test solution, have revealed significant effects of channel-shorts on network performances.
The partitioned based test solution presented in this chapter shows that best results can be
obtained by using this solution for the analysis of co-existent channel-faults and advancing
the scope of the test mechanism beyond mesh and octagon to other untraditional networks.

These aspects are studied in the next chapter.
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Chapter

Optimal Detection and Diagnosis of
Coexistent On-Chip Channel-Faults

7.1 Introduction

With continuous silicon technology scaling, chip multiprocessors (CMPs) over the last decade
are witnessing the demand for high-performance computing as well as faster communication
to support parallel applications. In today’s market, SoC-based complex designs, such as
Tilera CMPs and Intel’s SCC, embed a number of IP cores in the range of 48-100 on a
chip [192]. However, the seamless integration of many on-chip IP cores, such SoCs often fail
to sustain high-volume and high-speed communication among their components due to the
use of global buses as the interconnects. In order to provide better resource utilization, high
bandwidth requirements, and high interconnect performance, NoC designs include multiple
complex components, newer interconnection topologies, and many advanced features, resulting
in increased design complexity and size [193,194]. Consequently, checking the functional
correctness of the NoCs has become challenging, particularly in the presence of various faults
in the communication architectures arising due to many physical phenomena such as process
variation, misalignment, defects, and wear-out. The typical fault model used for an NoC
includes shorts and stuck-at faults on communication channels [36].

Unfortunately, the manufacturing channel defects (short and stuck-at faults) bring the
network into notable physical failures. For example, short faults act as an agent to packet
duplication, misrouting, and dropping while stuck-at faults (SAFs) act as an agent to packet
corruption, misrouting, and dropping. When these faults occur at the same time in a
channel, combined effects of these faults may severely degrade network performance. The
manufacturing defects are the physical faults that last forever and may render the chip
useless. Simultaneously, the size of permanent defects in channels is ever increasing due

to the advanced silicon manufacturing processes [155]. The increasing fault rates, therefore,
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may cause a major concern to tackle while ensuring the desired reliability, yield, performance
of the system.

The increasing complexity and network size deservedly support both homogeneous and
heterogeneous applications but worsen the reliability and related issues like yield improvement
when permanent faults exist in channels. To address these issues via ensuring the correctness
of the network channels and protect the network from the possible physical failures, a set
of mechanisms, such as replacement method [145], fault-tolerant routing [152, 154], etc. is
practiced in the state-of-the-art. Either of the techniques (replacement or fault-tolerant) can
be adapted to make the network functional and maintain network performance only when they
have the knowledge of the health status of the channels. In other words, all faulty channels
must be identified prior to application of the techniques. One basic shortcoming of these
techniques is that such schemes do not usually comprise a test mechanism [6]. To ensure the
ability to accommodate manufacturing channel-faults and maintaining post-manufacturing
operations, a key requirement for modern NoC architectures is to design a suitable test
method that can as frequently as possible detect and diagnose the channel faults within
the incubation period [33]. The incubation period as defined by Huang et al. [33] is the
time duration between the occurrence of a physical failure and the first observation of a
fault in the network. If it is possible to detect the faults (here channel’s faults) within this
incubation period, the diagnosis information can be purposely reused by the replacement
and fault-tolerant approaches. Thus, an effective test solution is highly needed to integrate
into an NoC-based system. In this chapter, a cost-effective test scheme is presented for the
detection and diagnosis of coexistent short and stuck-at faults in NoC-channels and evaluate
the system-performance during runtime. The proposed scheme is applicable to general NoCs
that range from conventional (e.g, 2D mesh) to unconventional interconnection topologies
such as octagon or spidergon.

The rest of the chapter is organized as follows. Motivation and contributions to this
work are mentioned in Section 7.2. Section 7.3 describes the proposed test mechanism. The
proposed test-scheduling is discussed in Section 7.4. Section 7.5 reports simulation results.
The scalability and adaptability of the proposed test solution are described in Section 7.6 and
Section 7.7, respectively. Section 7.8 presents benefits of the proposed solution over the prior

schemes. Concluding remarks appear in Section 7.9.

7.2 Motivation and Contribution

Most of the existing test approaches have been discussed with mesh networks. However,
there are many other unconventional networks, e.g., octagon that can meet performance
requirements of network processor SOCs. Advantages offered by octagons include low design

cost, fair performance, and scalability. These parameters make the architecture suitable
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for supporting aggressive on-chip communication demand of networking SOCs and related
domains [87]. Unlike on a mesh, an octagon network is designed to establish communication
at most two hops between any two nodes. Like a mesh, manufacturing faults can be
experienced in channels of the octagon and similar NoCs, such as Spidergon [89] resulting in
significant performance degradation. The motivation behind this work is to meet the demand
of devising and analyzing a quality of reliability and performance (QoRP) aware, distributed
test solution that addresses the coexistent short and stuck-at faults (CSSAFs) in channels of
and investigates the impact of the faults on various performance metrics on unconventional
and conventional NoCs. A fixed cost and fast general test algorithm is presented at a node
(router and its core) to detect and diagnose the CSSAFs in channels of an NoC. Additionally,
the algorithm is used to detect temporary faults, such as transient and aging faults. Then a
test module (TM) is designed at the node to execute the test algorithm. However, to reduce
overall test time and subsequent performance overhead, the availability of TM is insured at
both router and its dedicated core. It is seen that coexistent nature of short and stuck-at faults
has made some faults to be undetected by the test algorithm. An attempt investigates this
fault non-diagnosability. The test-scheduling methodology that can trade-off the overall test
time with resource utilization while handling faults. One clear advantage of the scheduling
scheme is that it does not only scales the test solution with atypical NoCs like the octagon,
spidergon but can also be adapted to any other typical topologies, such as the mesh. The
scalability can be shown with respect to network size, channel width, and network type.

Synthesis result shows that hardware area overhead of a TM block implemented on
FPGA hardware is 16.54-25.97%. Experimental results reveal 100% (and near-92%) fault
coverage when shorts and SAFs are simulated independently (and together). The loss of fault
coverage in the second case (while short and stuck-at are coexistent) arises because of few
short and stuck-at faults become undetectable which are treated as the non-diagnosable faults.
However, 100% link coverage is always achieved. Simulation results for on-line evaluation of
the proposed scheme reveal the impact of the CSSAFs on common performance metrics under
large traffic scenarios. Side by side, it is observed that the proposed scheme reduces hardware
area overhead up to 37% showing ~ 60% improvement, becomes < 55x faster resulting up
to 98% reduction in test time, and lowers fault non-diagnosability by 13%. Consequently, the
performance overheads in terms of packet latency and energy consumption are improved by
67.05% and 54.69%, respectively.

The major contributions to this work can thus be summarized as follows:

(1). Detecting CSSAFs in channels. It indicates the health status of a channel-wire in terms

of its state of faultiness/non-faultiness.

(2). Diagnosing the CSSAFs to identify faulty channel-wires so that a fault-tolerant routing

may by-pass them during transmission.
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(3). Identification of diagnosable and non-diagnosable faults.

(4). Generalization of the test scheduling scheme towards lowering the test cost in terms of
the fixed test time and resource utilization, and widening its scope from unconventional

to conventional networks.

(5). Studying the effectiveness of the proposed test mechanism in terms of many quality
metrics, such as hardware area overhead, test time, coverage and performance metrics

on the basic octagon network.

(6). Establishing the solution scalability with respect to a larger network which may consist

of multiple basic octagon networks or spidergon networks.
(7). Establishing the solution adaptability with a mesh network.

(8). Observing the direct benefits incurred by the proposed solution with respect to many

quality characteristics over a set of notable works.

7.3 Proposed Test Model

A built-in-self-test (BIST) based test mechanism is a common practice to detect and diagnose
the permanent faults in digital circuits. In this section, an on-line BIST test algorithm is
presented for the CSSAFs in interswitch and local channels in NoCs. The BIST structure
called the test module (TM) drives the test mechanism by exercising specific test input sets
in order to cover the potential faults (CSSAFs) in the channels under test. The faults in the
channels can be diagnosed on the basis of the test responses of the test input sets. Though
the algorithm can detect all short and stuck-at faults in the channels when they are supposed
to exist alone, in practice, these faults may, however, be coeval. It means these faults may be
experienced simultaneously in the channels. This nature of the faults raises the issue of fault
non-diagnosability. It is noted that during testing, a high-level fault model for the channels is
used. Thus, it is essential to represent the concerned fault model and TM architecture before

attempting the testing of the channels and the related issue of fault non-diagnosability.

7.3.1 Coexistent Short and Stuck-at Fault Model

The fault model of interest must be based on the likely failures observed due to manufacturing
reasons in NoC channels. The most manufacturing defects in channels are transformed into
permanent faults and realized as common logic-level short and stuck-at faults. The shorted
wires either belong to same or distinct channels. Accordingly, short faults are categorized to
intra-channel and inter-channel shorts. A stuck-at fault is described at two states: stuck-at-0
(SA0) and stuck-at-1 (SA1).
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Figure 7.1: Example of CSSAFs in a channel (Sz, Sy).

Definition 7.1. Short Fault: When a group of k(k > 2) independent channel-
wires accidentally suffer from electrical interconnection, they are said to be “shorted”; the
corresponding defect is modeled as a channel-short fault, whereas in the normal mode, they
should be electrically disconnected from each other. For example, a short fault between two

(k=2) wires l;,1; is denoted by s;;.

Definition 7.2. Stuck-at-0 Fault: It is a manufacturing defect on a channel wire l; that
assumes to be stuck at the logic-0 for any information on the wire. The fault is labeled as sa0

and its occurrence is termed as an instance y;.

Definition 7.3. Stuck-at-1 Fault: It is a manufacturing defect on a channel wire l; that
assumes to be stuck at the logic-1 for any information on the wire. The fault is labeled as sal

and its occurrence is termed as an instance z;.

Figure 7.1 shows a high level representation of the CSSAFs in an interswitch channel
shared by routers S, and S,. One can assume intra-channel shorts in the best and worst
cases. In the best case, pairwise (k = 2) shorts are followed by a set of prior works [7,39].
It will be a too simplistic case due to the high closeness among the wires in a channel since
the demand of high bandwidth requirement is satisfied on implanting multiple wires in the
channel. Oppositely, it is similarly pessimistic to assume all n wires in the channel are
affected by short faults. The occurrence of intra-channel short faults should legitimately be
considered in order to properly observe their influences on the system performance. As the
size of k increases, occurrences of intra-channel shorts decrease. It is observed that this short
beyond k > 4 is negligible. Further, if two channels in an NoC are sufficiently separated, the
probability of inter-channel shorts is also negligible. It thus suffices to consider intra-channel
shorts for £k < 5 and inter-channel shorts for £ = 2 at a node in order to closely observe
their impact alongside the SAFs on NoC performance. Thus, the size of intra-channel shorts
#S1, inter-channel shorts at a node #S52, and total short faults #S in an NoC architecture are
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Figure 7.2: General representation of an octagon NoC and a node with five I/O ports.

defined in Equations 7.1, 7.2, and 7.3, respectively. Here, m,C, X are the number of channels of
a node, the number of channels in an NoC, and the number of nodes in the NoC, respectively.
In each n-bit channel, #SA0, #SA1 have been defined in Equations 7.4 and 7.5, respectively.
Now, each wire either suffers from an SAQ or an SA1 fault. So, one must go for testing #SA
(Equation 7.6) faults in the channel. Likewise, #SAF (Equation 7.7) faults in the NoC must
be tested. In this work, it is treated that a channel has experienced intra-channel shorts up
to k < 5. So, an SAO (or SA1) fault can appear before/after a short fault on a wire in the

channel.

In this work, a demonstration of the scheme starts with a basic octagon NoC shown
in Figure 7.2. The network consists of N = 8 nodes (8 routers and 8 dedicated IP cores),
and C = 40 unidirectional channels. Each channel has single bit 16 wires (i.e., channel width
n=16-bit). Each node N; (Figure 7.2a) is the pair of router S; and its dedicated core Cj.
Each router has five active I/O ports (Figure 7.2b). Input and output ports are connected
to incoming and outgoing channels. Three I/O ports are used for interswitch channels in the
north (N), south (S), east (E), or west (W) direction while the fourth I/O port is dedicated
for the local channel in the “I” direction. Another I/O port is kept for future use, such as to

build a larger octagon network using multiple basic octagon units or to built a square octagon
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NoC (SONoC) [195]. The channel wires are categorized into three sets: CWs, DWs, and HWs.
Both CWs and HWs are assumed to be of 2-bit width while rest of the channel width i.e., the
n-4 bit is assigned for the DWs. The potential faults are modeled on these wires.

W1, A0, & Al Short and
Generation Stuck-at Fault
¢ Detection
W1, A0, & Al FDM
Organization 10
¢ TSG
W1, A0, & Al Channel Erro
Transmission Reporting
TPG/I-TPG TRA

Figure 7.3: A general view of test module for addressing CSSAFs in channels.

7.3.2 Test Module and Packet Format

The key element for driving the test mechanism is a typical BIST structure, a small
hardware unit known as test module (TM) (Figure 7.3). The TM is structured with different
components. These components are used to generate the test sets and analyze the received
test responses. The components are categorized into two blocks: test pattern generator (7TPG)
and test response analyzer (TRA). To have minimum performance overhead and lower test
time, one may take advantage of a TM at routers and cores. The TPG derives raw test
sequences including header and trailer and organizes them into packets. The header and
trailer are mandatory as they carry important routing information. In addition to its assigned
functionalities, the TPG unit has the capability to send test packets. The TM blocks in the
cores and the routers are built in such a way that the channels from a node can undergo the
test in parallel by the proposed test mechanism. Now, an IP core shares a local channel with
its local router. On the other hand, the router in the node does not only share this local
channel but also shares interswitch channels with its neighbor routers. Thus, the core-TPG is
made to unicast the test packets on the local channel while the router-TPG multicasts the test
packets to local and interswitch channels. Multicasting is done by integrating extra circuits
(Xckt) to the router-TPG. This block is also referred as the integrated TPG (I-TPG). A
TRA, whether in the core or router, extracts the test patterns as test responses and diagnoses
each received test pattern. This extraction followed by diagnosis is done using its inbuilt
fault diagnosis module (FDM). Further, on the basis of the diagnosis information which has
identified a faulty channel wire, another in-built unit referred to as TRA signal generator
(TSG) reports a channel error. As mentioned earlier, short and stuck-at faults put a network

into many system level failure modes. These failure modes are realized in terms of errors in
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Table 7.1: Typical packet format using W1, A1, A0 test patterns for the detection of coexistent short and stuck-at

faults in n-bit channels.

Header | Payload Flits | Trailer
Flit | W1| A1] A0 | Flit

the channels. Generally, the channel errors lead to payload error (PE) due to faults on data
and handshake wires, misrouting error (ME) and dropping/timeout error (TE) due to faults
on control wires that carry packet header and packet trailer, respectively.

For detecting permanent faults in NoC channels, the test mechanism exercises the input
test patterns. It is necessary to carefully select a test pattern not only from the testing
viewpoint but also from the fault coverage viewpoint because sufficient and fitting input
test sets can improve the fault coverage. The shorts and SAFs are two different faults that
subsequently need separate test patterns. Without loss of generality, well known Walking-
One (W1) sequence is exercised for shorts, All-One (A1) and All-Zero (A0) sequences for
SA0s and SAls, respectively. NoCs are packet switched networks. The test input sets like
any application data must be sent in packets. A typical test packet format is shown in
Table 7.1. Each packet has three parts called header, payload, and trailer flits. Sufficient
test sequences are placed in these parts whenever CWs;, DWs, and HWs are under test. To
begin the illustration, the channel-width is n=16-bit, which can equivalently be treated as a
16-bit single bus. Therefore, to cover the CSSAFs modeled in a channel, one needs 18 test
flits (JW1] = 16,]|Al| = 1,|A0| = 1). The test packet size is kept as small as possible so
that other logic faults like packet deadlock [196] can be avoided at the run-time. The 16 W1
sequences are organized into 8 test packets while each of A7,A0 are placed in two separate
packets. The proposed test mechanism is applied in the on-line mode where a part of the NoC
undergoes testing of channels and the rest part allows an application. Therefore, it becomes a
necessity to differentiate a test packet and an incoming application packet at a router. It is the
responsibly of the arbiter in the router to do the task. The arbiter is connected with the Xckt
of the router-TPG and gives preference to test packets over application packets. Therefore,
arbiter does not allow an incoming application packet on the outgoing channel currently in
test mode, though the packet needs forwarding by the router over the channel. The arbitration
logic in the arbiter monitors, and recognizes incoming packets as test or application type. The
inputs of the logic are controlled by multiplexers that switch between normal (application)

packets or test packets.

7.3.3 Testing of CSSAFs in Channels

To address the faults in channels, one must need a test procedure that aids in detecting and

diagnosing the faults. In this chapter, the proposed test mechanism targets contemporane-
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ousness shorts and SAFs in channels and is applied in the on-line mode. Here a test method
is presented for the CSSAFs using functional mode of a network except the channels taken
for testing. Further, the faults are assumed to be present on the DWs, CWs, and HWs which
undergo the testing in sequence. The proposed test method at a node is primarily executed

in two stages: test packet transmission and received packet analysis.

7.3.3.1 Packet Transmission

The test packet transmission as the first working stage in the test mechanism is executed by
sender-TPGs (core-TPGs, router-TPGs) which are treated as test sources. W1, Al, A0 as
test input patterns are derived and packeted at the test sources. Once a test packet becomes
available, the TPGs initiate transmission of the packet simultaneously. As mentioned earlier,
the core-TPG unicasts each test packet to its neighbor router only while the router-TPG
multicasts each packet to its authorized core and neighbor routers. The content of the test

packets at the core and router are same except the header part.

7.3.3.2 Test Packet Analysis

The test packet analysis as the second working stage in the test mechanism is completed by
receiver-TRAs (core-TRAs, router-TRAs) treated as the test destinations that basically do
extraction and pattern checking of response flits with a corresponding local test flit. Note that
the routing distance between a test source and destination is single hop. When a TRA receives
a test flit (treated as response flit) from its neighbor TPG over a channel under test, the status
of the flit may be affected with a fault, if any on a channel-wire. Then the health status of the
wire is ensured by faultiness. The correctness in terms of the health condition of channel wires
is exploited as the basis to partially ensure reliability in the NoC. The improvement on the
issue can be done by employing a fault-tolerant scheme that requires the knowledge about the
set of faulty wires in channels and copes with the emerging faults (short, stuck-at, transient)
in the on-line mode. Additionally, the identification of faulty channel wires essentially helps
to increase the production yield of the network in the off-line mode [197|. The test packet
analysis in terms of response flit analysis focuses on the faultiness/correctness of a channel
wire by the fault detection and identification of faulty wires by fault diagnosis. This concept
is illustrated through examples for short and stuck-at faults. Figure 7.1 shows a short fault

involving wires {ls,l4,15,1l6,l7} and five stuck-at faults in the channel (S;,.S,).

7.3.3.2.1 Short Fault Analysis Consider a group of k=5 wires {ls,l4,l5,ls,l7} in the
channel (5, S,) without any stuck-at fault and attempt a test for short fault on Iy with other
wires in the group. To ensure that only I is under test, it is set to “1”; i.e., S, TPG transmits
a W1 test vector as the test flit containing a single bit “1” at position ls. Then, Os are set for
other wires in the channel and included in the test flit. Thus, the W1 test flit for Is is “0100
0000” (Figure 7.4). When the bit “1” is received by S,,’s TRA over [y, the response flit for this
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wire is “1” where 0s are expected for other wires. The TRA thus extracts the response flit
as “0100 0000” which is same as the test flit. Since five wires {ls, 14,15, ls,l7} are considered
in the fault example, the TRA collects five response flits corresponding to these five wires.
For example, if there is any short between [lo,l4 wires, the bit “1” transmitted on ls is also
received over l4. Sy’s TRA extracts the response flit “0001 0000” at l4. The TRA extracts
the received value at l4 and for other positions Os are explicitly placed. Similarly, as there are
shorts between [y with wires [5, lg, [7, the TRA observes response flits “0000 10007, “0000 01007,
and “0000 0010” on these wires, respectively. To ensure that wires l4, 5, lg, I7 are shorted with
lo, these five response flits are XORed by the TRA’s FDM. The logic operation uses the local
“0100 0000” (already derived by the S,’s TPG) and is shown in Equation 7.8. The 1s in the
result ensure that ls, 14,5, lg, l7 are shorted together and can be treated as the faulty wires in

the channel (S, Sy). Thus, underlying NoC senses the packet duplication failure mode.

7.3.3.2.2 Stuck-at Fault Analysis Consider that the channel (S, S,) (Figure 7.1) does
not have short faults and attempt to test those five stuck-at faults. S,’s TPG transmits test
flits “1111 11117 (A1) and “0000 0000” (A0) in turn on the channel. If there is an SAO or
SA1 fault on a channel wire, corresponding bit “1/0” in these flits is received as “0/1” at Sy’s
TRA. The TRA thus receives “0101 1110” and “0000 1010” as the response flits and detects
SAQ faults on wires I1,l3,ls and SA1 faults on wires I5,l7. To ensure that these wires are
actually affected by SA0/SA1 faults and treat them as faulty wires, the S,’s FDM executes
two logic operations: ANDing and ORing as shown in Equations 7.9 and 7.10, respectively
where Os and 1s after the respective operations indicate the set of wires affected by SA0 and
SA1 faults. One can now say that the NoC tastes the packet corruption failure mode.

The failure modes in the run-time are realized by channel errors. If the faulty wires belong
to data and handshake categories, the failure modes- packet duplication and corruption, are
realized as payload error (PE). If the packet header (i.e., the beginning of packet (bop) signal)
on a CW is affected by a fault, the modified header is received at the TRA over the channel.
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01011110 00001010
11111111 00000000

A (7.9) Y (7.10)
01011110 00001010

Table 7.2: The 2-bit signals for the coexistent short and

stuck-at channel faults.

00001000
Bits Error Type 00000000
00 No Err @ < 00001000 (7.11)
01 PE
10 ME -
1 TE 00000000

A misrouting failure mode is detected. During application, the router forwards the packet to
an unknown node resulting in the misrouting error (ME). Similarly, the fault may affect the
packet trailer (i.e., end of packet (eop) signal) on a CW. The modified trailer received at the
TRA shows that the NoC is in the packet dropping failure mode. During application, the
router drops the packet. Destination node never gets the packet resulting in timeout error
(TE). Besides, traffic in the network, buffer overflow of a router in a routing path, etc. may
enhance the error since the destination may not receive the “eop” signal in the predefined
time interval. Now, different failure modes realized as channel errors are reported by a TRA’s
signal generator (TSG). The TRA’s FDM subsequently feeds diagnosis results to the TSG
block. On the basis of faulty wire types, the block generates 2-bit signals to report a channel
error. The meaning of a 2-bit signal is provided in Table 7.2. The diagnosis information can

also be input to a fault-tolerant scheme for maintaining reliable communication.

A channel can also be affected by other logic faults, e.g., packet deadlock. The packet
delay occurs depending on various factors, such as packet size, availability of channel width,
traffic in the channel, routing distance between source and destination, etc. In the worst case,
this delay results in packet deadlock |7]. During testing of the channels, no application packet
is allowed on the channels under test. It is further known that each test packet contains four
flits to detect a short fault and three flits to detect a stuck-at fault. Therefore, such small-
sized test packets have access to the full channel width and can be delivered at the normal
speed of the network without any significant delay on the channels. In this work, every flit
of a test packet is transmitted using a single clock. The routing distance between test source
(TPG) and test destination (TRA) is only single hop i.e., one channel length. Thus, no delay

in receipt of the test packet is observed. As a result, no packet deadlock is caused.
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7.3.4 Non-diagnosable Faults

In practice, the diagnosis of channel-faults has the significant impact in improving the
reliability of NoC-based systems and facilitating maintenance of the systems. The proposed
BIST test algorithm detects and locates a potential fault in channels. Many previous works
have addressed a particular channel-fault due to the assumption that different kinds of faults,
such as shorts and SAFs do not exist on the same channel-wire. The corresponding fault
model is named as a single fault model (SFM). When the SFM targets only shorts or SAFs
in a channel, the FDM detects all these faults encountered and successfully identifies faulty
channel-wires. Whence the assumption of single channel-fault is relaxed, the FDM may fail
to detect a fraction of faults, i.e., the diagnosis results fail to locate all detectable faults.
The consideration of different channel-faults is defined as multiple fault model (MFM). In
this work, the MFM that considers both shorts and SAFs simultaneously in a channel treats
some channel-wires as non-faulty although the wires are affected by a short/stuck-at fault.
The non-diagnosability of these faults makes a deficiency in covering the channel faults and
prevents the underlying test model from achieving 100% fault coverage metric. Consequently,
performance overhead may seriously be influenced.

For the reliable communication in many applications, it does not suffice to detect what
faults might have occurred in a channel. At the same time, one may show interest to know
what faults have definitely occurred but remained undetected. The results returned by an
FDM are used to decide whether a fault is diagnosable/non-diagnosable. Therefore, the
fault like short, SAO, SA1 can be treated as either diagnosable (a fault that is detected) or
non-diagnosable (a fault that is undetected). Equations 7.8, 7.9, and 7.10 as the diagnosis
operations in previous subsection, respectively show the diagnosable shorts, SAOs, and SAls
under the SFM on the channel (S, Sy). Let us take the MFM version of the channel. Assume
the CSSAFs on wires [3, I5, 3 in the channel (S, Sy) and no fault on other wires of the channel.
When the bits “0”, “1” are transmitted over the I3,l5, the FDM in S, is unable to recognize
these wires as faulty because the SAO and SA1 faults on these wires become non-diagnosable.
On the other hand, if the test flit “0000 1000” is assigned for l5 to test it for short fault with [g,
the FDM has “0000 10007, and “0000 0000” as responses on [5, lg, respectively. The diagnosis
as seen in Equation 7.11 shows that [5 is not shorted with lg. Thus, the FDM is unable to
detect short, SAO, SA1 faults on these wires and the faults are considered as non-diagnosable

faults.

7.4 Test-Scheduling

The test time is one of the leading aspects of any test solution because a major part of the
cost budget in manufacturing a product is expensed in the test cycle. In addition, the test

time in the on-line mode has the direct influence on the network performance, especially on
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the packet latency. An efficient test algorithm cannot itself reduce the cost in terms of the
test time. However, the goal can be reached by proper selection of the way of executing the
algorithm. In the proposed scheme, the test time incurred by the test algorithm is reduced at
the node level and the system level. In the first case, unicast and multicast-based test packet
transmission address the faults on the channels of a node. In the second case, the overall test
time can be reduced by concurrently executing the algorithm at multiple nodes of a network.
A system-wide implementation of the proposed solution should, therefore, conform to lower

test time requirements and its trade-off with test resource utilization.

7.4.1 Scheduling Nodes

An NoC provides an efficient realization by its highly parallel and distributed nature. In
fact, NoCs with the high degree of parallelism can conveniently execute the test algorithm
simultaneously at multiple nodes thereby lowering the overall test time. However, the node
selection must be done in such a way that network resource utilization during testing at each
test iteration is (almost) same. It is possible whence (nearly) the equal number of nodes in each
iteration execute the underlying test algorithm. The main advantage is that every network
can be tested by constant test time. The proposed test scheduling scheme is generalized with

octagon-like, and grid-like NoCs.

7.4.1.1 Octagon-like NoCs

The set of octagon-like NoCs include octagon, k-octagon (that consists of k number of basic
octagons), SONoC, and spidergon NoCs. The test scheduling on such NoCs is demonstrated
with the octagon network. The interconnection of four nodes is selected and the subnet is
named here Damaru which looks like a closed X. For the simplicity of illustration, Figure 7.5
illustrates this scheduling scheme in the octagon network. The test application on the subnet is
referred to as test round (TR). The dotted interconnection represents the Damaru and ensures
the subnet under test in a test round. Every test round is completed in two consecutive test
iterations (Tits). In the first test iteration (Tit=I), half of the nodes (labeled as odd nodes)
in the subnet are selected as test sources while rest of the nodes (labeled as even nodes) in
the subnet are considered as the test sources in the next iteration (Tit=II). The well known
2-color graph problem can be employed to label the nodes as odd/even. Figure 7.5a shows
the first test round (TR=I) or test application on the first subnet (Subnet-1) of the octagon
network. Fach iteration of the round is further illustrated in Figure 7.6. The test execution by
odd and even nodes are denoted by brown and blue colored nodes, respectively. Subsequently,
the test execution by odd nodes (< S1,Cy > and < Sg, Cg >) at the first round, first iteration
(TR = 1,Tit = I) is shown in Figure 7.6a while the same by even nodes (< Sg,Cy > and
< S5,C5 >) as the TR = I, Tit = I1 is shown in Figure 7.6b. Note that, dotted arrows show

the test packet transmission in an iteration from a node. On completion of the test round,
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other test rounds (TR=II, TR=III, or TR=IV) as shown in Figures 7.5b to 7.5d can likely
be exhibited to cover the channel-CSSAFs. Since the same test configuration is repeated in
the test rounds, the resource utilization is similar and results in the fixed number of test

rounds /iterations in the NoC.

(a) Test application in 1st iteration at first round. (b) Test application in 2nd iteration at first round.

Figure 7.6: Test execution at first test round (TR=I) i.e., the first subnet (Figure 7.5a) that consists of the
interconnection of nodes Ni, N2, N5, Ng on the octagon NoC (Figure 7.2a).

7.4.1.2 Grid-like NoCs

Most NoCs in the literature use 2D-meshes due to simpler floorplanning, and layout regularity
that provide the channels with the same length. The generalization of the proposed test
solution depends on the test algorithm and scheduling scheme. The test algorithm is described
with respect to a node that has the similar configuration in NoCs and thus treated as a general
test mechanism. Solution generalization via the scheduling scheme needs its application on

both traditional and untraditional networks. The second case is already demonstrated with

244



octagon-like networks (Section 7.4.1.1). Now, the scheduling scheme is considered to most used
common network topologies, such as mesh NoCs. Mesh as well as torus networks represent
an A x B grid-like architecture. One main objective of testing channels is to earn constant
test time irrespective of the network size and types. Another objective is to select similar
subnets from an NoC at the test rounds so that equal amount of test resources get utilized.
Both the objectives have already been described with the test scheduling on the octagon-like
networks (Section 7.4.1.1). The same can be done on the grid-like architectures in order to
enjoy low test cost, low-performance overhead, and other advantages. The scheduling scheme,
without loss of generality, divides an A x B grid-like structure into four test regions/subnets.
The division is done at the middle boundary nodes in the horizontal and vertical directions.
Therefore, size of a subnet is A/2 x B/2. For simplicity, one can map each subnet to a
quadrant in XY plane. For example, the upper-right subnet may be treated as Subnet-1 (1st
Quadrant), upper-left subnet as Subnet-2 (2nd Quadrant), lower-left subnet as Subnet-3 (3rd
Quadrant), and lower-right subnet as Subnet-4 (4th Quadrant). Note that, small mesh NoCs
mainly 2 x 2 and 2 X 3 (or 3 x 2) can be tested in just 1 and 2 rounds, respectively. As
mentioned, one test region is selected at a test round where the odd and even test sources, in
turn, address the channel faults. The test configuration, as before, can be repeated to other
subnets to complete the testing. Further, each subnet on a mesh is (almost) of equal size,
so resource utilization during testing a subnet as well as performance overhead at each test
round on the mesh is nearly the same. This scheduling scheme is demonstrated with a 5 x 5
mesh NoC. Figures 7.7 and 7.8 represent the subnet selection and test application on the first
subnet on this network, respectively. It can be viewed that each subnet on the network looks
like 3 x 3 mesh. The odd test sources (Brown colored nodes) and even test sources (Blue

colored nodes) subsequently complete the first and second test iterations.

7.4.2 Test Time Evaluation

The test time T, (Equation 7.12) required for a channel is the sum of the time T},, for
deriving the test set including header and trailer, T}, for organizing the test input sets, T
for transmitting the test packets, and T}., for analyzing the test responses. Since multiple
channels of a node are tested concurrently, the T, is same for them. As mentioned earlier, the
proposed model divides the NoCs into fixed four test regions independent of the size and type
of the networks and every test round on a test region addresses the channel-CSSAFs in two
test iterations. Now, multiple nodes in an iteration execute the test algorithm in parallel i.e.,
multiple channels undergo the testing concurrently. Therefore, the time Tj; (Equation 7.13)
required to finish testing of the channels from the nodes in a test iteration equals to Tp.
Utilizing the advantages offered by an NoC such as regularity, controllability, and concurrent

transmission of test packets from test sources, all modeled faults in the NoC architecture
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Ten = Ttpg + Ttpo + Ttpt + Tira (7-12) Tit = Ten (7~13) Tn/w =8 x Tj (7'14>

can be addressed by just eight test iterations. In other words, the overall test time T, /,
(Equation 7.14) for the network is 8 x Tj; clocks. For example, by shifting the Damaru
configuration in clockwise/anti-clockwise direction on the octagon network (Figure 7.5), one

can complete the task of testing the channel’s CSSAFs by 8 test iterations.

7.5 Simulation Results

The efficiency of the proposed test solution on an octagon and other NoC architectures is
evaluated in terms of various important quality metrics. Here, four types of quality metrics,
namely silicon-hardware area overhead, test time, link and fault coverage, and performance
are considered. In this section, the evaluation of the proposed Damaru-based test scheme
is carried out on the octagon network with a channel of 16-bit width (referred to as 16-bit
octagon network). The evaluation is extended in Sections 7.6 and 7.7 where the scalability
and adaptability properties of the proposed solution are demonstrated with other networks,
such as Spidergon and mesh. The basic architectural characteristics of the 16-bit networks
considered in the work are described in Table 7.3.

For the purpose of evaluating the performance, faults in channels of the networks are

injected and simulated to observe their impacts. The possible number of instances for shorts
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Table 7.3: Characteristics of 16-bit networks.

Network #R #C #Ch #R-R #R-C #W

Octagon 8 8 40 24 16 640
Spidergon 16 16 80 48 32 1280
5x5Mesh 25 25 130 80 50 2080

and SAFs in the channels as discussed in Section 7.3 are provided in Table 7.4. For example,
first #S1=274720 (at xp = 1), #52=65024, i.e., #S=339744 shorts are injected in channels
of a 16-bit octagon network. Next, #SA0=3840 (at 1 < y; <6), #SA1=3840 (at 1 < z; < 6)
i.e., 7680 SAFs are added in turn at different locations- before/after a short is injected on
channel-wires. Thus, the proposed Damaru-based test configuration handles 347424 CSSAFs
on the 16-bit octagon NoC.

Table 7.4: Size of short and stuck-at faults injected in 16-bit networks.

Network — #S1  #S2  #S #SA0  #SA1 #SAFs #CSSAFs
Octagon 274720 65024 339744 3840 3840 7680 347424
Spidergon 549440 130048 679488 7680 7680 15360 694848
5x5Mesh 892840 203200 1096040 12480 12480 24960 1121000

A. Hardware Area Analysis: The proposed test algorithm is executed by a test
module (TM) embedded in a router and its core of a node. The module is implemented and
synthesized using Xilinx FPGA version 10.1 ISE Design Suite to estimate its area in terms
of gate counts (GCs) needed for realizing these components. The Spartan3E FPGA family
with the XC3S250E device, CP132 library package, and XST [VHDL/Verilog| tool of the ISE
Design Suite are considered to synthesize the TPGs and TRAs, and implement the test setup.
The setup is implemented with the set of channels of a subnet, TPGs (test source) at one
side, say left and TRAs (test destination) at another side, say right of the channels. The
RASoC [65], Xpipe [66] five I/O port routers are considered while calculating hardware area
taken by a TPG and TRA i.e., a TM. Table 7.5 provides the synthesis results of a TM. The
core-TM handles faults on the dedicated local channels only while the router-TM does so on
both local and interswitch channels. Thus, the area needed by a core-TM is smaller than that
of a router-TM. It is observed that a core-TM takes 16.54-18.3% area in RASoC and Xpipe
routers while router-TM takes 23.46-25.97% area in these routers. A core is 4-5 times larger
than a router. Therefore, this TM takes 4.14-4.58% area in the core. If one wants to analyze
only shorts, the TM takes 2.99-3.31% of core-area and 16.35-18.10% of router-area. Likewise,
the module takes 1.14-1.26% and 7.11-7.87% core and router area, respectively to analyze
only SAFs. Note that the TM on a router is implemented on the assumption that the router
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has five active I/O ports. However, each router on the basic octagon NoC has four active I/0
ports to connect three neighbor routers and the dedicated core. Therefore, the area of the

TM on four-port routers is seen to be 2-5% less for testing these channel faults.

Table 7.5: Synthesis results for a TM in a node.

n TM Unit #GCs RASoC(%) Xpipe(%) Core(%)

Core-TPG 163 9.66 10.69 2.42-2.67
Core-TRA 116 6.88 7.61 1.72-1.9
Core-TM 279 16.54 18.30 4.14-4.58
16 Router-TPG 222 13.15 14.56 -
Router-TRA 174 10.31 11.41 -
Router-TM 396 23.46 25.97 -

B. Test Time Analysis: While detecting a short fault on a subset of channels in a test
iteration, a TPG needs five clocks to derive W1 sequences including header and trailer sets for
a 16-bit channel, and one clock to organize these test flits into packets. The module transmits
each packet with 1 flit/clock. Therefore, a receiver TRA over the channel-under-test receives
the test packet by 4 clocks. On receiving the packet, the module analyzes the packet. Since
test transmission of next packet and analysis of the previous packet are held simultaneously,
a TRA effectively needs 2 clocks. Therefore, the test algorithm takes 40 clocks/iteration. In
other words, the Damaru-based test configuration takes 80 clocks for detecting and diagnosing
channel-shorts on a subnet. Hence, shorts in 16-bit channels of an octagon NoC can be tested
in 320 clocks. If one wants to test SAFs in these channels, a test iteration is completed in
11 (Tipg = 2, Tipo = 1, Tyt = 6,Tirq = 2) clocks and thus, one would need 88 clocks for the
NoC. Hence, the octagon NoC will need 408 clocks to address CSSAFs for its 16-bit channels.
This is applicable to other NoCs, such as spidergon, mesh networks and is seen in subsequent
sections. However, one can save 5 clocks on every test iteration when the transmission of W1
packets is followed by Al, AO packets. As a result, T,,/, is reduced to 408 — 5 x 8 = 368
clocks.

C. Coverage Metrics Analysis: The fault injection and simulation experiment in a
test round are performed in the sequence of testing DWs, CWs, and HWs of the channels of a
subnet. Shorts followed by SAOs and SAls are injected and analyzed on the channels during
fault simulation. The fault simulation is accordingly conducted using the ModelSim simulator
integrated with the Xilinx ISE Design Suite. Let us consider the first test round (TR=1) shown
in Figure 7.5a where 16 channels of the first subnet in the octagon network are put in the
test mode for shorts. During the first phase of fault simulation, possible shorts are assumed
to be present in DWs. Then, #S1=25168, #S2=10224 i.e., #5=35392 shorts are detected

by transmitting sufficiently long W1 test sequences and analyzing the respective responses.
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In the second phase of fault simulation, shorts are assumed to be on CWs that extend the
fault region to DWs. Additional W1 sequences are accommodated in control information
(“bop, eop” signals). The fault simulation campaign detects #S1=55328, #S2=13944 i.e.,
#S5=69272 shorts. Finally, the shorts on HWs extend the fault region to both DWs and CWs,
i.e., all channel-wires in the subnet. Therefore, extra W1 set is placed in the handshake
communication information (“val, ack” signals). The fault simulation detects #S1=109888,
#52=18240 i.e., #S=128128 shorts. In the current test round, the experiment detects shorts
in 16 channels achieving 40% link (channel) coverage metric (LCM). All modeled faults in
channels in the round are detected resulting 100% fault coverage metric (FCM). However,
the FCM is 37.71% at the network level. These shorts are realized to 70.76%, 16.52%, and

12.72% as payload, misrouting, and dropping errors, respectively as shown in Table 7.6.

Table 7.6: Observation on the effect of channel-faults.

Network Fault Channel Errors

Type Type  PE(%) ME(%) TE(%)
Shorts 70.76 16.52 12.72

Octagon SAFs 87.5 6.25 6.25
CSSAFs  72.76% 14.52% 12.72%

Shorts 72.45 12.98 14.57

Spidergon SAFs 87.5 6.25 6.25
CSSAFs  71.79 13.86 14.35

Shorts 68.41 14.18 17.41

5x 5 Mesh  SAFs 87.5 6.25 6.25
CSSAFs  67.91 15.07 17.02

Now, suppose the channels in the subnet are under test for SAFs. When conducting the
fault simulation in turn for SAO and SA1 faults on the channels in above sequences, 1152,
192, 192 SAO (SA1 in next turn) faults are detected in DWs, CWs, and HWs, respectively.
The fault simulation achieves 75%, 12.5%, and 12.5% i.e., 100% as FCM resulting 87.5%,
6.25%, and 6.25% as payload, misrouting, and timeout error, respectively. It is therefore
seen that the fault simulation achieves 100% FCM whence the shorts and SAFs are analyzed
separately. Instead of simulating the shorts and SAFs separately, the SAFs are now injected
at various positions before/after a short fault. When the faults are simulated in the above
sequence of wire sets, the results indicate that 91.87% (Table 7.7) FCM is achieved while
8.13% faults remain undetected. The former one is categorized to diagnosable faults (DFs)
while non-diagnosable faults (NDFs) are referred by the second category. Consequently, the
fault simulation results in 72.76%, 14.52%, and 12.72% as payload, misrouting, and timeout

error, respectively. Similar fault simulations in other test rounds are subsequently repeated
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on the subnets as shown in Figures 7.5b—7.5d to detect and diagnose the shorts and SAFS

separately as well as inclusively on rest of the channels in the octagon network.

Table 7.7: Observation on the deficiency in FCM.

N/w Type DF(%) NDF(%)
Octagon 91.87 8.13
Spidergon  90.57 9.43
5xb mesh  92.89 7.11

D. Network Performance Analysis: The CSSAFs have a strong impact on network
performance metrics. If the faulty channel-wires are not handled by a fault-tolerant routing, a
degraded performance is observed. Rigorous simulations are performed on the octagon NoC to
evaluate the proposed solution and see the effect of these faults. The simulation environment is
built-up with the cycle-accurate simulator Noxim that supports a set of topologies and allows
users to create an NoC instance and compute performance evaluation [22]. Two basics steps:
topology configuration and traffic generation, are done prior to evaluating the performance.
Topology configuration is done by specifying the number of nodes and their interconnections.
Further, the channel width is determined by assigning a flit size. In this work, 16-bit channels
are considered which says each flit has 16 bits. For the simulation, the octagon NoC is modeled
into a 2 x 4 mesh NoC with an interconnection between opposite diagonal router pair. In
the traffic generation, synthetic traffic as the application data is generated using the inbuilt
traffic model (e.g., uniform random spatial distribution) and the traffic size is determined
by packet injection rate (PIR) value. The traffic is organized into small packets using the
wormhole switching technique that enables to select the packet size in bytes. For example,
four flits per packet and each flit of 16 bits are assumed, which means packet size=8 bytes.
Here, application packets in terms of flits are injected at the PIR 0.01-0.1 and are made up
of W1,A1,A0 sequences. For each PIR value, the simulation is continued till 10000 cycles
including 10% cycles to collect simulation statistics. The injection rate emulates the realistic
nature of accepted traffic variations and is observed to affect the performance. Different
performance metrics like latency, throughput, energy etc. are evaluated on transferring the
generated traffic from a node to another. The XY-routing is preferred due to its deadlock-free
property. The source and destinations are determined by the routing table. Further, the
effect of faults on the metrics is induced by updating the routing at some intermediate node
in a routing path. For example, the misrouting error is introduced by changing the header
information of an incoming packet in the table.

Figure 7.9 demonstrates the on-line evaluation of the proposed test solution. The network
receives 2-4X of the injected traffic (flits). This happens because of packet duplication
by shorts and more misrouting due to the CSSAFs. Note that many corrupt packets are
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Figure 7.9: On-line evaluation of Damaru-based test application to see the impact of CSSAFs in 16-bit channels of

octagon network.
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included in the received-traffic. A fraction of injected traffic is lost due to packet timeout
fault. However, this fault is enhanced when CWs that carry packet trailers are affected by
CSSAFs. Generally, 4-7% of injected-traffic is lost due to timeout. But, with faulty channels,
this loss is increased to 12-16%. The scenario is different when injected-traffic contains only
W1 or A1/A0 sequences. In the former case, the network receives up to 3X of injected traffic
while timeout is observed up to 13%. In the latter case, the network receives 90% of injected

traffic including ~7-9% misrouted packets whereas packet timeout is observed up to 10%.

7.6 Solution Scalability

The implementation of an on-chip octagon architecture is simpler than any shared buses and
traditional crossbars. Unlike a crossbar, the implementation complexity of the on-chip octagon
network increases with its size in terms of interconnection of channels and nodes that the
network must construct. As a result, the network strongly shows the ability to scale linearly
with its size [87]. One strategy that implements a larger octagon network called k-octagon
is to connect k basic octagon architectures with a common node shared by two adjacent
architectures. Details on the layout of a larger octagon can be found in [8,87]. Figure 7.10
shows the scaling strategy that constructs a 2-octagon network by x = 2 basic octagon NoCs.
The network shares a common node as labeled B. The larger network constructed from N basic
octagon architectures linearly reduces wiring cost @(R) in terms of the number of nodes and
local channels. For example, Figure 7.10 has one node and two local channels (2 x £c¢) less as
compared to two basic octagon networks. The cost reduction function grows as Equation 7.15.
Additionally, the test cost function ¥ (T, Jw N) is reduced as Equation 7.16. Application of the
Damaru test configuration on the basic octagon architecture needs 7, ,, clocks. Therefore,
¥ (T, /uw, N) in Figure 7.10 doubles the T}, /.

BN) = (R—1) x (2x be+1) (7.15)
T(Tp o R) = R X Ty 1y (7.16)

Along with the set of desired properties, an octagon network has been designed for its
nodes that can communicate at a maximum distance of two hops. As many N basic octagon
architectures get connected to a larger network, any two nodes (each is in the different
octagon architectures) in the composite network establish communication by (at most) 2N
hops including shared nodes. For example, a Brown color node establishes communication
with a blue color node (Figure 7.10) via the red colored node B. This shared node is known
as a bridge node. As the name implies, adjacent octagons route packets through the bridge
nodes.

The ever increasing performance demands, however, do not scale with the composite

network size. The reason is the bridge node through which all packets from one octagon must
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Figure 7.10: Connection of adjacent octagons to construct larger network.
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Figure 7.12: Application of the proposed test mechanism on the first subnet (Subnet-1).
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be forwarded to the adjacent octagon. For instance, the results are shown in Figure 7.9 that
indicates lower performance, i.e., higher latency and energy consumption are observed when
one runs the test method on 2-octagon network (Figure 7.10). As many bridge nodes appear
in a routing path, the performance degradation is observed. For systems in which the demand
for high-performance computation and communication is the dominant consideration, network
designers have favored the Spidergon network [88,89,198] to an equivalent k-octagon NoC,
i.e., NoC shown in Figure 7.11a should replace one shown in Figure 7.10. The implementation
layout, dealing with long wires in a larger Spidergon has been detailed in [8,89].

The proposed test mechanism is now applied to the Spidergon network to see its natural
scaling with the channel-CSSAFs provided in Table 7.4. The network is characterized by
Table 7.3. The Damaru defines the minimum test configuration to detect the CSSAFs in
channels of an octagon network. If the faults are required to be detected in the Spidergon’s
channels, the Damaru must be implemented on the network. Now, the proposed test
scheduling divides an underlying network into four subnets as test regions. The Spidergon
network (Figure 7.11a) can be segmented into four subnets as illustrated in Figure 7.11b.
For instance, the Black colored region is treated as the Subnet-1 while the Indigo, Green,
and Brown colored regions are the Subnet-2, Subnet-3, and Subnet-4, respectively. It is now
noticed that the Damaru is expanded from a subnet of four nodes to six nodes interconnection.
One can see (Theorem 7.1) that this expanded Damaru (e-Damaru) reduces test cost (time)
overhead by 50% and more with the Spidergon size. Furthermore, it can also be seen
(Theorem 7.2) that the e-Damaru makes the proposed test mechanism a time-independent
solution on the larger Spidergon networks.

The first round (TR=I) test application on the Subnet-1 (Figure 7.12) is obtained
by executing the test algorithm at odd and even nodes, in turn, i.e., two consecutive test
iterations. Figure 7.12a shows the first iteration at (Brown colored) odd nodes while the next
iteration at (Blue colored) even nodes is shown in Figure 7.12b. Another round (TR=II,
TR=III, TR=IV) test applications are obtained by appropriately sliding the first test round
(current e-Damaru configuration) clockwise/anti-clockwise on the respective subnets of the
network (Figure 7.11b). The CSSAFs in the 16-bit channels are looked and each router
has four port routers. Therefore, the silicon-area overhead of the TM unit remains same as
discussed earlier. In a round, the TPGs as test sources at one side applies the test packets
on the channels and the TRAs as test destinations on the other side analyze the responses
to detect short, stuck-at faults. As before, the T;; = 46 clocks. Repeating the test rounds
one can detect and diagnose the channel-CSSAFs on the Spidergon network at the cost of
T, jw = 368 clocks.

Theorem 7.1. The e-Damaru improves by at least 50% test time compared to the basic

Damaru on the Spidergon network.
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Proof. The test clocks needed to detect a channel-fault on an Octagon/Spidergon NoC
depends on the subnet selection which specifies a test round. Basic Damaru configuration
consists of the subnet of four nodes. Whence this configuration is applied to the Spidergon
network, the number of test rounds becomes 8. On the other hand, the e-Damaru results
in 4 rounds. Since the test clocks per iteration are same and every round is completed by
two iterations, a Spidergon network can also be tested by same test clocks as of the octagon
network. Thus, Equation 7.17 shows the improvement on test clocks T}, ,,, needed by the

Damaru and e-Damaru on the Spidergon network. OJ

W(Tn/w, Damaru) — W(Tn/w, e — Damaru)
V(T /> Damaru)
16 x Et —8 X T%t

= 16 < T, , [basic Spidergon)]

Improvement(%) >

(7.17)

=50

Theorem 7.2. The e-Damaru presents a time-independent solution for Octagon as well as

general Spidergon networks.

Proof. A Spidergon is an extended Octagon and is constructed by interconnection of nodes
of k > 2 basic Octagons. For example, a basic Spidergon (Figure 7.11a) consists of 16 nodes
selected from the basic Octagon (Figure 7.2a). The test scheduling divides an Octagon into
four subnets, each results in the Damaru of four nodes. Without loss of generality, a subnet
size as e-Damaru on a Spidergon must be larger than the Damaru. Equation 7.18 defines Y (k),
the size of an e-Damaru which results in equal test rounds on both Octagon and Spidergon
networks. Note that, e-Damaru=Damaru at x = 1.

8K

Tir) = [

1+2 (7.18)
0

During application of the e-Damaru on the first subnet of the Spidergon network
(Figure 7.11b), 26 channels are put in the test mode. These channels undergo the testing for
shorts and SAFs in the sequence of DWs, CWs, and HWs. Let us first take the shorts through
the channels. The fault simulation has detected #S=60242 (#S1=40898, #S52=19344) shorts
on the DWs by transmitting sufficient W1 test sequences and analyzing responses. The
simulations have subsequently detected #S=116284 (#S1=89908, #S2=26376) shorts on the
CWs including the DWs, and #S=213064 (#S1=178568, #52—34496) shorts on the HWs
including the DWs and CWs. Thus, all channel-wires in the subnet have been tested resulting
100% (32.5% at the network level) as the LCM. At the same time, all modeled shorts have been
detected and the fault simulation achieves 100% as the FCM. On the other hand, the shorts
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in the subnet have been reported to 72.45%, 12.98%, and 14.57% as payload, misrouting,
and dropping errors, respectively (Table 7.6) which cumulatively ensure 100% FCM. Now,
let us consider that the channels of the subnet suffer from the SAFs only. The simulation
on the channels in the sequence of DWs, CWs, and HWs, have detected 1872, 312, 312 SA0Q
(SA1 in next turn) faults. As a result, 100% FCM achievement remains and sums up 75%,
12.5%, and 12.5% coverage due to SAFs on the DWs, CWs, and HWs, respectively. The
simulation consequently reports 87.5% payload error due to SAFs on DWs and HWs. In the
subsequent simulations of SAFs on CWs, 6.25% as the misrouting error and 6.25% as timeout
error are observed. Now let us treat the coexistent shorts and stuck-at faults in the channels.
Simulating the faults in the above sequence of wire sets, 90.57% of the injected CSSAFs
have been recognized as the DFs while 9.43% of the faults remain undetected (Table 7.7).
Consequently, the fault simulation results in 71.79%, 13.86%, and 14.35% (Table 7.6) as
payload, misrouting, and timeout errors, respectively.

The performance bottleneck of a larger x-octagon network has been overcome by an
equivalent spidergon network, although the later network does not facilitate the wiring cost in
terms of nodes and channels compared to the former network. However, the Spidergon network
can be preferred as a high-speed communication architecture and placed in the series of high-
speed network processors. Now, the well-known performance characteristics are investigated
on the Spidergon network (Figure 7.11a) by simulation and treat the results as the severe
effects of the channel-CSSAFs on the characteristics. Synthetic uniform random traffic as
application packet flits in the range of PIR=0.01-0.1 and the XY routing protocol like before
being used in the simulation. Note that each application packet contains the W1, Al, or
A0 pattern. The Spidergon network without loss of generality is configured to a 2 x 8 mesh
network with a channel shared by opposite diagonal routers.

Figure 7.13 reveals the on-line evaluation of the proposed test solution on the 16-bit
Spidergon network. The performance is seen in the orders of magnitude better than an
equivalent network of multiple octagon networks. Figure 7.13a shows the amount of traffic
injected on the Spidergon NoC (Figure 7.11) when a subnet as selected, is in the test
mode. Correspondingly, Figures 7.13b, and 7.13c show the amount of received, and dropped
traffic, respectively and are treated as traffic behavior in the system. The corresponding
performance behavior that includes the performance characteristics (throughput, latency, and
energy consumption) is shown in Figures 7.13d, 7.13e, and 7.13f, respectively. In the traffic
behavior, the network receives 2.5-4.75X of the injected traffic due to different fault patterns
in the channels. The received traffic contains the original, duplicated, and misrouted traffic.
At the same time, a significant amount of traffic during transmission is lost due to dropping
and timeout errors in the network. As seen, the amount of traffic lost on the average ranges
from 13-19%. In the performance behavior figures, a load of received traffic as seen, directly

affects the performance metrics. As the load approaches the limit of accepted traffic in the
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Figure 7.13: On-line evaluation of e-Damaru-based test application to see the impact of the CSSAFs in 16-bit

Spidergon network.
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worst case, there will be high latency degradation as well as energy consumption in addition
to more traffic contention. With the increasing received traffic, the latency may even increase
exponentially. Similar to the nature of received traffic, the energy consumption saturates

when the traffic accepted by the network reaches the throughput limit.

7.7 Solution Adaptability

Selecting a network topology is the most important step of NoC design as it deals with
the wire length, the node degree, the routing strategies, and so on. The interconnection
architectures having the smaller diameter, lower average distance, smaller node degree, and
more number of channels are generally preferred [8]. The network topology that defines
the organization of nodes and channels, is a key factor for test cost, performance, and fault
tolerance [155]. It is known that maximum routing distance A\ between two nodes on a basic
octagon network is 2 hops. Note that this A on the k-octagon network with R = 8« nodes
equals to 2 x [R/8] = 2 x k. Unfortunately, the k-octagon shows performance bottleneck
due to the bridge nodes and subsequently is replaced by an equivalent spidergon network.
The A on a spidergon NoC of X nodes is [W/4] [8]. Like the x-octagon, equivalent spidergon
may lead to increase in wiring cost for higher N i.e., large-sized spidergon. Additionally, the
interswitch channel length between two routers in opposite direction e.g., nodes Ny, Ng in
Figure 7.11a, increases with X on the spidergon. Consequently, a little delay in receiving test
packets may be incurred. As the effect, the overall test time 7}, ,, is increased by few clocks
and related performance overhead may be noted after certain spidergon size. The occurrence
of channel faults followed by their detection at the runtime using a test method, thus, directly
affects the test time and related performance overhead due to a topology selection. One can
hence prefer an A x B mesh-based NoC architecture that has A = (A+ B —2) alongside other
advantages, such as concurrent data transmission, simple floorplanning, layout regularity, and
other topological characteristics and related controlled parameters [8,191]. It is well known
that most NoCs used in industrial NoCs (as Intel, Arteris) and literature are 2D mesh NoCs
due to the fact that mesh NoCs possess many of the above-mentioned features. One clear
advantage of the proposed test solution is that not only it scales with octagon and spidergon

NoCs but can also be adapted to general topologies, such as A x B mesh.

Theorem 7.3. The n-bit networks, such as the octagon, spidergon, and mesh take same test
clocks to detect the channel-CSSAFs.

Proof. The test scheduling segments a network (Octagon, Spidergon) into four test regions,
each as a test round. Every test round, on the other hand, is completed in exactly two
iterations. For an n-bit channel, the test mechanism exercises n + 2 test flits (n W1 types,

1 AO type and 1 Al type), i.e., n/2 + 2 test packets. Analysis of these packets takes same
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time on a test iteration. For example, consider channel width n = 16-bit on the networks. As
established, every iteration takes Tj; = 46 clocks for the CSSAFs. Thus, the four test rounds

whether applied on an octagon, a spidergon, or a mesh network result to 368 clocks. OJ

The proposed solution is illustrated here with the 16-bit 5 x 5 mesh NoC characterized
in Table 7.3. The network segmentation into four subnets, each as a test region is shown
Figure 7.7. Applying test mechanism on a subnet is treated as a test round which is completed
in just two iterations. The test application on the Subnet-1 as the first test round (TR=I) is
shown in Figure 7.8. The test mechanism has targeted the CSSAFs in the 16-bit channels; the
size of a TM unit as shown before remains unchanged. During test execution, the channels
of a subnet are in the test mode. For example, 18 local and 24 interswitch i.e., 42 channels
in the Subnet-1 (Figure 7.8) are considered under test. The fault injection campaign adds
the shorts, SAOs, and SA1 on the channels. As discussed before, the test mechanism takes
368 clocks for addressing the channel-CSSAFs on the mesh NoC. It is evident that test time
needed for all A x B(A, B > 3) mesh NoCs, each with n-bit channels, is same (Theorem 7.3).
It makes the proposed Damaru-based test application as a time-independent test solution for
both conventional and unconventional NoCs. The fault simulations as before are performed
on the DWs, CWs, HWs of the channels of a subnet under test using the TPGs and TRAs
at the ends of the channels. The area overhead of the TMs remains the same as provided in
Table 7.5 due to same channel width and five physical ports to a router. The PTGs apply
the test data and TRAs analyze the test responses during the fault simulation. Whence, the
shorts are particularly diagnosed, the simulation over the test round detects #S1=288456,
and #S2—63472 i.e., #S=351928 shorts and reports the channel-errors to 68.41%, 14.18%,
and 17.41% as the payload, misrouting, and timeout errors, respectively. When the fault
simulation is performed on the wire-sets with injected SAO (or SA1) faults only, the simulation
detects 3024 faults on the DWs, 504 faults on the CWs, and 504 faults on the HWs i.e., 4032
SAO (or SA1) faults on the Subnet-1. As before, the payload, misrouting, and timeout errors
are consequently reported as 87.5%, 6.25%, and 6.25%, respectively (Table 7.6). However,
the fault simulation while diagnosing the CSSAFs on the channels in the subnet has detected
92.89% of the modeled faults. The rest of the faults amounting to 7.11% are treated as the
non-diagnosable faults (Table 7.7). Correspondingly, the simulation results in 67.91%,15.07%,
and 17.02% as payload, misrouting, and timeout errors, respectively.

Now, the efficiency of the proposed solution is investigated on the 16-bit 5 x 5 mesh
network. In order to assess the impact of channel’s CSSAFs on network performance, the
simulation setup is extended on the network. As before, uniform random traffic is considered to
generate higher data volume that consists of W1, A1, A0 sequences. Accordingly, PIR=0.21—
0.30 is set to inject the traffic on the network. The raw data is packeted and the XY routing is

used to transmit the packet flits. Figure 7.14 illustrates the on-line evaluation of the proposed
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test mechanism on the 16-bit 5 x 5 mesh network that keeps a subnet under test mode.
Figure 7.14a provides the size of synthetic traffic (packet flits) injected in the network. To
examine the network behavior under different test rounds, the simulation is performed for
every test round with this injected traffic. As the channel-CSSAFs are directly responsible for
different failure modes, the injected traffic is consequently affected. Many flits are duplicated,
corrupted, misrouted, and lost due to CSSAFs in the channels. Figures 7.14b and 7.14c,
respectively show the amount of traffic received and lost in the network. It is observed that
3.25-5X and 13-19% of the injected traffic are received and lost in the network. Corresponding
performance metrics namely throughput, packet latency, and the energy consumption by a
packet flit, are shown in Figures 7.14d, 7.14e, and 7.14f, respectively. It is found that the
traffic volume in addition to channel faults has a crucial role in the network performance.
For example, the size of received traffic reaches the saturation point (the maximum traffic
acceptance level by the network) rapidly when high volume traffic is allowed on a network
with faulty channels. Beyond the limit, all injected traffic will be lost. Accordingly, packet

latency, energy consumption are affected.

7.8 Benefits Gained

The proposed solution has the goal to provide a high fault diagnosis resolution while keeping
the different overheads like area, test time, and performance overhead at a minimum. In
addition, it targets to achieve high coverage metrics. The comparison study for the proposed
on-line testing scheme is done with many prior schemes, such as 2 x 2 neighborhood selection
model (2 x 2-M) [39], 2 x 1 neighborhood selection model (2 x 1-M) [41], self-diagnosis model
(SD-M) [42], sequential router selection model (Seq-Model) [7], 4 x 4 subnet selection model
(4 x 4-M)[RPC-12, RPC-14], nodes at two hop distance model (2hop-M) [RPC-13], diagonal
node selection model (Diag-M)|Chapter 3|, end-to-end model (E2E-M) [28], single channel
selection model (SC-M) [44], and router-port based test model (Port-M) [199]. The simulation
setup followed in previous sections is extended on these prior schemes to evaluate these
overheads. Figure 7.15 shows the comparison of the models on the performance characteristics.
The detailed comparison of above quality characteristics is conducted on the 16-bit octagon,
spidergon, and mesh networks under similar simulation environment. The results achieved by

the proposed solution compare favorably with the previous works.

7.8.1 Test Area Benefits

The first comparison with state-of-the-art and current frameworks introduces the test area
overhead incurred for a TM unit. In 2 x 2-M, TMs are placed at cores of a 2 x 2 neighborhood
where test packets are analyzed on traversing four channel-length (hop) to address faults.

Naturally, each TM takes larger space which is seen nearly 50-57% of the area in routers
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to address CSSAFs. Comparatively low area overhead is found in 2 x 1-M where each
interswitch channel and its adjacent local channels are put in an iteration to address channel-
faults. Therefore, test packets are analyzed after traversing three hops and TM takes 40-45%
router-area. In SD-M, test data is analyzed on traveling two hops while considering faults
in interswitch channels of the neighborhood of a node. Each TM needs nearly 12-16% and
41-44% router area in order to test stuck-at and CSSAFs, respectively. On consideration
of the CSSAFs in local channels, the area overhead is increased to ~ 58 — 63%, which is
comparatively very high. Later, it is found in Seq-M that TM takes ~25-27% area in routers
while faults are assumed in interswitch channels only. If the faults are needed to be addressed
in local channels, the overhead raises to 32-35%. Area overhead incurred by TM units in
the E2E-M depends on the distance between two nodes. On a 5 x 5 mesh NoC, test data is
transmitted in the X /Y direction from a leftmost (or top) boundary node to another rightmost
(or bottom) boundary node. It means test data is analyzed on traveling four hops. In this
case, the TM area is 14% to detect a transient fault on the interswitch channels that form a
horizontal (or vertical) routing path. The diagnosed information is used to just observe the
existence of a permanent fault. If the detection and diagnosis of the permanent faults are
considered, this area overhead raises to ~29-39% on the networks. In SC-M, TM units as a
part of the monitor module placed at routers detect transient faults on the shared interswitch
channel and are used to detect permanent faults on the channel. The area overhead is nearly
11-13%. Though it offers lowest area overhead but incurs substantially highest overheads
on other parameters i.e., test time and related performance impact. In Port-M, test data
is transmitted from a core to another neighbor core by traveling three hops which result in
9-13% area in the cores. In other words, TM takes 36-52% router area since a core is at
least four times larger than a router. Figure 7.15a demonstrates a comparison of the test area
overhead of the TMs incurred in the Damaru and the existing test schemes. As seen in this
proposed scheme, a TM takes 17-26% area on the routers and has thus reduced area overhead
that ranges from 5.25-37.03% resulting in 18.10-59.05% improvement.

7.8.2 Test Time Benefits

The second comparison introduces the test time required by the prior and current schemes on
a network. This quality parameter depends on the number of test iterations and test clocks
per iteration. The test iterations by the schemes are shown in Figure 7.15b on the basis of
the manner that a test approach follows. For example, the 2 x 2 network neighborhood is
selected in 2 x 2-M and is considered to be in the test mode at a test round. One can then
easily understand the overall test time needed by the schemes. The parameter is evaluated by
two techniques. The first way of computation is based on the time that actually the schemes

take (Figure 7.15¢). The second way of computation is based on executing the proposed test
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algorithm on these schemes (Figure 7.15d). For instance, one may assume that the 2 x 2
neighborhood selected in 2 x 2-M is equivalent to a subnet of the octagon NoC as decided
by Damaru. Although the channels can be tested in 4 rounds on the network each iteration
needs 282 clocks by the 2 x 2-M to address the CSSAFs resulting 7}, /,, = 1128 clocks. On
the contrary, these 4 rounds are completed by 8 iterations using the Damaru that takes
T, /w = 368 clocks only. The result shows that current scheme lowers test time overhead by
(1128-3688)*100/1128~67.38% and becomes 1128/368 > 3x faster on the octagon network.
The above mentioned two techniques of analysis can be carried out with other existing test
schemes on octagon network as well as spidergon and mesh networks. The proposed scheme
delivers 9.91-98.15% and 20.00-93.85% reduction on the test time with respect to the first
and second technique of computation, respectively. Subsequently, such achievement makes the
proposed solution to be < 55x faster than the existing works on these (octagon, spidergon,
mesh) networks. The test schemes namely 4 x 4-M, 2hop-M, and Diag-M on the octagon and
spidergon, and the former scheme (4 x 4-M) on the 5 x 5 mesh networks show lowest test
time as compared to the proposed Damaru. The main reason is that network sizes are small.
With the increasing network size, the number of test iterations by these test schemes becomes
higher resulting in high test time. On the contrary, the current scheme conveys fixed test time

irrespective of the network size and type making it more convenient for large-scale networks.

7.8.3 Fault Coverage Benefits

Figures 7.15e, 7.15f compare diagnosable and non-diagnosable faults detected by Damaru and
prior test schemes. When shorts and SAFs are analyzed independently, most of the prior test
schemes, for instance, Seq-M including the proposed model results in the FCM to be 100%.
Few schemes, however, fail to meet the level. For example, 2 x 1-M, SD-M show 94.4% and
96.5% as the FCM, respectively while only shorts and only stuck-at faults are considered in the
analysis of the models. It should be intuitive that coexistent nature of the faults in channels
makes a fraction of the faults to be non-detectable by a test method. As it can be seen, many
short and stuck-at faults in 2 x 2-M cannot be detected due to multihop transmission of test
packets. The scheme results in 78.87% as the diagnosable faults while 21.13% of the modeled
faults are nondiagnosable on octagon network. If 2 x 1-M is applied to the network, it detects
82.48% faults while 17.52% are undetected. Similarly, the fault simulation is conducted for
rest of the test models to observe their diagnosis capability, and accuracy to reach the quantity
of detected and undetected faults. In the end, the proposed model reaches to 91.87% and
8.13% as diagnosable and non-diagnosable faults. Thus, the proposed model in comparison
to rest of the other existing models reaches 3.99-13% above the diagnosis level in terms of
FCM achieved. In other words, the fault non-diagnosability is reduced from 13-3.99% on the
octagon network. This trend on the spidergon and mesh networks is observable to 11.16-1.87%

and 13.44-4.02%, respectively when all the test methods under comparison are executed.
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7.8.4 Performance Benefits

The final comparison is on the performance overhead in terms of two metrics, packet
latency, and energy consumption, incurred by various test approaches. Figures 7.15g, 7.15h
compare the additional performance overhead of the prior methods with reference to the
proposed scheme. The on-line evaluation is done on the octagon, spidergon, and mesh
networks under similar simulation environment. These metrics are greatly dependent on
some key considerations related to a test technique. The number of test iterations, test
time per iteration, fault type, traffic size and type, test application mode, are among those
considerations. In fact, these criteria have the great impact on the overall performance
behavior of an NoC. For instance, the requirement to enter multiple test regions renders an
application packet to not only experience higher latency but also consume additional energy to
reach its destination. It can be observed that maximum performance degradation is attained
by SC-M during the on-line evaluation on the octagon, spidergon, and mesh networks. Note
that this degradation as latency overhead shows 56.94%, 62.68%, 67.05% in these networks,
respectively. Likewise, this degradation as energy consumption overhead in these networks is
45.88%, 48.71%, and 54.69%. Sequentially continuing the evaluation on the networks with
rest of the prior test schemes, it is seen that Diag-M presents lowest performance degradation
in the range 17.45-22.57% for latency overhead and 14.44-18.35% for energy consumption
overhead. Thus, the prior schemes exhibit performance overhead that corresponds to 15.75—
67.05% on average packet latency and 14.44-54.69% on average energy consumption by a
packet flit. Considering the evaluation scenarios, it can be seen in the performance degradation
list that the prior approaches: SC-M, SD-M, and Port-M occupy the top three positions while
the prior approaches: 4x4-M, 2hop-M, Diag-M have top three positions from the bottom.
Despite the lower hardware area overhead, acceptable fault coverage, and comparatively low-
performance overhead characteristics, the later mentioned three techniques are unfortunately
uneconomic for the large-scale NoCs because these systems always incur long test time by
these techniques. It is important to note that inclusion of the proposed test solution on the
NoCs saves a suggestive amount of performance overhead together with the gains on the test

area, test time, and fault coverage metrics.

7.9 Conclusion

This work discusses a cost-effective, time-optimized on-line test solution that can be used to
address the co-existent short and stuck-at faults in channels of NoCs in general. The principle
of the proposed on-line fault testing for NoC-channels lies in devising a suitable test scheduling
scheme that improves test time, resource utilization, and favors scalability. In addition, a key
aspect of the proposed scheme is to present a fixed test time for all kind of NoCs. The proposed

scheduling approach contributes to the plausibility of exploring an iterative test application
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on the NoCs in order to meet this aspect. The efficiency of this scheme is evaluated under
the framework of different influential quality characteristics. Comparative experimental study
on the framework is accomplished among a set of prior test strategies including the current
one. The results of this assessment reveal that the proposed solution offers several benefits
over existing solutions. The benefits include in terms of saving the TM area by 37.03% or
improving hardware area overhead by 59.05%, saving test time by 98.15% or making the
scheme faster by 55x, achieving the fault coverage over 93%, and reducing the performance
overhead by 67.05% for packet latency and 54.69% for packet energy consumption. A distinct
advantage of this work over many existing approaches is the possibility of implementing fault
detection and diagnosis at the runtime of regular application on a general NoC. The current
scheme thus provides a favorable alternative for enhancing the reliability and related issues

of NoC-based communication architectures.

266



Chapter

Summary and Future Works

8.1 Summary of Contributions

This dissertation has focused on the testing of manufacturing and transient channel faults in
NoCs. The channels in terms of single or multiple fault models have been examined during
the testing. In the former case, one manufacturing fault, such as only stuck-at, only open,
or only short fault has been taken in the channels. In the latter case, coexistent nature of
faults, e.g., stuck-at and short faults, has been accounted in the channels. Having addressed
the shortcomings of the prior works, the contributions in the dissertation are summarized as
follows.

In the first contributed work (Chapter 3), the proposed test mechanism has been
dedicated to addressing stuck-at faults in NoC channels. The test architectures designed at
both cores and routers handle two test packets, one contains All-One vector for exploring
stuck-at-0 faults, another contains All-Zero vector for exploring stuck-at-1 faults in the
channels. Multiple nodes that execute an instance of the test algorithm have been selected
by either of the two proposed scheduling schemes. The first scheduling scheme has been
presented for M x N networks and scheduled the nodes whether located on the odd/even
diagonal level. The second scheduling scheme has been shown to be more general and
scheduled the nodes by mapping the node selection problem to the well-known graph coloring
problem. Various quality metrics namely hardware area, test time, link and fault coverage
metrics, and performance metrics — throughput, packet latency, and energy consumption,
have been evaluated to look at the efficiency of the proposed test solution on a set of network
architectures. The evaluation has shown that the proposed solution not only scales with
network size and channel-width but also scales with all general topologies, such as an octagon.
Detailed comparisons between the proposed solution and a set of existing methods have been
studied, that shows the proposed scheme has outperformed the prior schemes. It has been

shown that the silicon area overhead is reduced by 23.84-78.01% while the proposed scheduling
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policy makes the solution 4 — 16x faster resulting up to 94.57% improvement in test time.
Furthermore, the performance overhead has also been significantly reduced. For instance,
packet latency has been reduced by 13.21-40.40% while 10.90-46.52% reduction in energy
consumption has been perceived. Such gains in terms of quality metrics may be noticed with
NoC size, channel width, and topology.

In the second contributed work (Chapter 4), a test mechanism has been proposed for
detecting the maximal connectivity in NoCs. The connectivity detection has been carried
out in terms of the testing of open faults in channels of the NoCs and focused on preventing
the system level failure modes namely partial and full packet loss. This work specifically
has completed the bridge of testing manufacturing faults in NoC channels. The test time
per iteration has been lowered by considering test architectures at routers and cores, and
unicast and multicast routing of a test packet. Note that exercising only single test packet at
router/core, the test algorithm is able to explore open faults in the channels. In addition to
detecting channel’s open faults, a new test scheduling has been proposed in order to lower the
overall test time and improve associated performance overhead. A hierarchical test scheduling
scheme driven by 4-Corner principle has been discussed. Experimental results have reported
that the implementation of the test mechanism incurs small hardware area overhead in a node
and shows fewer clocks as the test time for addressing the channel-open faults. The on-line
evaluation of the proposed test solution has demonstrated the effect of channel-open faults
on NoC performance. Further, application of the proposed test solution on several meshes
and an octagon network, has ensured its scalability which is not limited to network size and
channel width but also is extended with respect to the network type. In comparison to prior
works on a selected set of networks, the present test scheme reduces test area overhead by
35.36-67.73%. At the same time, it reduces the overall test time by 96.43% and becomes 28 x
faster. Further, the test execution has lowered the performance overhead to an acceptable
level. For example, the packet latency is reduced by about 5.83-42.79% while the energy
consumption is lowered by about 6.24-46.38%.

In the third contributed work (Chapter 5), a reliability-aware and topology-agnostic
test scheme has been presented for on-line testing of short faults in NoC channels. The
proposed algorithm detects both intra- and inter-channel short faults and identifies the faulty
channel-wires at a node. Efficient test architectures have been designed at cores and routers
for detecting and diagnosing interconnect shorts on exercising minimum walking-one test
sequences. The test time per iteration has been lowered with single hop unicast and multicast
mode of transmission of walking-one test data. A cluster-based distributed test scheduling
has been proposed to reduce the overall test time needed by the test algorithm for channel-
shorts in the NoC. During a test application, the nodes in a cluster set are appropriately
scheduled to concurrently execute the test algorithm. One great advantage of this cluster-

based, distributed scheme includes that it does not only reduce the overall test time for the
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NoC but also suggests same test time for larger NoCs irrespective of size and topology without
increasing any hardware cost constraints. Subsequently, the proposed approach scales to larger
NoCs irrespective of size, channel width, and type of the networks. Compared to prior works,
it has reduced hardware area overhead up to 27% and test time by more than 21 x on several
test cases. Additionally, the packet latency and energy consumption have been observed to
be reduced by 19.47-40.16% and 17.57-34.20%, respectively.

In the fourth contributed work (Chapter 6), the issue of network resource utilization
in terms of test energy dissipated during testing of channel faults has been estimated. The
contribution also includes the testing of permanent (short) and transient faults in channels of
NoCs. Also, a new test scheduling scheme has been proposed, which accompanies a trade-off
between the test rounds (or iterations) and resource utilization. The new scheduling technique
partitions an NoC architecture into four subnets providing lowest and fixed test time-based
solution for NoCs irrespective of their size and type. The proposed solution has improved
various quality metrics on the set of NoCs, for instance, the test area overhead is reduced up
to 28% while it has reduced test clocks up to 11.11-93.75% over the existing models on a set
of P x () networks and thus becomes 16x faster. Also, the improvement in the performance
overhead is convincing. The packet latency, for instance, is improved by 14.98-50.67% while

packet flit energy consumption is reduced by 6.83-43.89%.

In the fifth contributed work (Chapter 7), a performance-aware, cost-effective and general
test mechanism that is capable of diagnosing co-existent short and stuck-at channel-faults in
NoCs, has been proposed. The proposed mechanism has also addressed the issue of fault non-
diagnosability. More preference has been given to unconventional NoCs, octagon, x-octagon,
and spidergon networks which are similarly able to meet the demand of high-performance
requirements of today’s multicore, multiprocessor architectures. Nonetheless, the proposed
test mechanism has been discussed with traditional mesh architectures. A modified partition-
based scheduling technique named Damaru has been presented to provide similar network
resource utilization on a test round and constant test time on the NoCs irrespective of size,
and topology. Simulation results have shown that the proposed test method can achieve
nearly 92% fault coverage, and improve area overhead by almost 60%, and test-time by 98%
compared to earlier approaches. As a sequel, packet latency and energy consumption are also
improved by 67.05% and 54.69%, respectively.

8.2 Future Works

The future works of the proposed solutions can thus be placed in diverse ways that will present

numerous opportunities for additional research on the NoCs.
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e Testing of Coexistent Stuck-at, Open, and Short Faults in Channels
With the ever-shrinking global geometries on a die and the concomitant rise in the
complexity of interconnections in an NoC, the coexistent nature of manufacturing defects
in channels used therein often consists of a pair of faults, such as stuck-at and open,
short and open, short and stuck-at faults. Also, these faults can be experienced together
instead of occurring in pairs in the channels. Consequently, the combined effects of the
defects not only cause logical or functional errors but also give rise to various other
system level failures such as corruption, duplication, misrouting, or dropping of a packet,
etc., thereby impacting the performance of the network significantly. A diagonal node
selection based test solution is extended in [RPC-9, RPC-17|, a central, border, and
corner node selection based method [RPC-16], a matrix-based hierarchical test scheme
[RPC-15], and a 4 x 4 subnet selection method |[RPC-12] are discussed to analyze the
coexistent stuck-at, open, and short faults in the channels of NoCs. The test solutions
described in Chapter 4-7 can be extended for accounting contemporary manufacturing
short, stuck-at, and open faults in NoC channels. In particular, the partition-based
test solution discussed in Chapter 6 and 7, furnishes a balanced trade-off between the
test time and network resource utilization. One can continue research on coexistent

channel-faults with this approach.

e Router Testing
The channels in on-chip networks are treated as the communication highway that trans-
ports application data in packets using a routing strategy. Similar to a communication
channel, a router is a fundamental block that constitutes the backbone of the networks
and responsible for routing packets from source to destination in the networks. A router
consists of a set of combinational and sequential hardware elements, such as routing logic
blocks, first-in-first-out buffers, switch allocator, arbiter, multiplexers, etc. Most of these
elements as seen in the literature are vulnerable to stuck-at faults. Accordingly, many
test techniques in the literature are discussed for the fault. These techniques may in-
clude scan-based testing, functional test, and built-in-self-test. The fault models used in
these techniques may differ by abstraction levels (e.g., register level, logic level) or cov-
ered blocks (e.g., registers, buffers). In order to reduce NoC redesign costs, one should
prefer the functional testing. On the contrary, test application time, fault coverage may
be enhanced whence a scan-based testing, the built-in-self-test approach is considered.
As such, the techniques may thus raise the basic test issues like test time, fault cover-
age, hardware area, and so on. In particular, the test time that enhances performance
degradation in terms of latency, power consumption is more critical at the runtime of
the NoCs. One main reason may be imagined to be the selection of the routers that

are put in the test mode. Performance improvement by latency optimization, power
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optimization can be made properly through a router selection method. Another possi-
ble extension to the contributions presented in this dissertation can be focused on the

intelligent scheduling of routers under test in a test iteration or round.

Core Testing

The IP cores in an NoC architecture is the primary means of message generation and
processing center. The unit is another basic building block in the NoCs. The testing of
cores is more challenging as compared to that of routers and communication channels.
This is because of the large-scale integration into the system design. Another reason is
the availability of fault-free interconnection of routers and channels between the source
and sink to transport test data for a core under test. As found in the literature that the
cores undergo the testing by employing a test access mechanism (TAM) that establishes
communication between test source and test destination for a core under test. Design
of an efficient TAM always searches for a better trade-off between the capacity of the
TAM to transport test data from source to sink and the TAM’s application cost. One
or multiple cores between the source and sink may be placed in the testing mode. Con-
sequently, the TAM’s capacity for transportation of test data is determined by source’s
as well as sink’s capacity. Also, hardware area used in the system for the TAM known
as its bitwidth, and routing distance between source and sink are other factors that can
limit TAM’s capacity. A number of TAM-based test approaches are discussed in the
literature. The author of this thesis encourages to consider the test scheduling schemes
presented in Chapter 3-7 to those researchers who are willing to get involved in core

testing.

Correcting Channel Errors

The work in the dissertation is mainly dedicated to the testing of manufacturing faults
in NoC channels with a progressively improved test solution. Besides, the channels can
suffer from the temporary or transient faults caused due to signal integrity, aging, etc.,
issues. The dissertation also presents a test method for the detection of transient faults.
These faults are recoverable or can be corrected. When such faults exist in channels,
designers normally prefer to use an error correcting code (ECC) based control scheme,
data retransmission using automatic repeat request (ARQ) scheme, or a hybrid of these
schemes for dealing with a data packet infected by a transient fault. The problem in
using these techniques is the test cost, for instance, hardware area, energy consumption,
and network congestion. The designer then needs to find a good trade-off between the
test cost and the potential benefit of an underlying test scheme. In Chapter 6, a test

mechanism for the detection of transient faults has been provided without any ECC or
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ARQ scheme. Another possible extension of the proposed work in this dissertation may
be directed to error control coding and data retransmission to overwhelm channel errors

due to transient faults in terms of reliability.

Testing of Other Channel Faults

Due to the effect of deep submicron (DSM) technology, delay and noise faults [159,200]
may occur in the NoC-based interconnections. As a remedy, several test patterns are
consecutively applied with a specific timing in order to detect such faults and achieve
the desired system’s behavior. It should be noted that the order of the delivery of
selected test patterns is important for the testing of these faults [201]. The work in
this thesis states that every test algorithm routes the test packets to a single hop which
means that the proposed test algorithm neither applies test patterns in arbitrary order
from the sender nor a receiver receives them arbitrarily. Therefore, the algorithm may
be suitable to ensure that the intended order of delivery of test patterns is maintained.
Subsequently, the test approaches presented in the thesis may be brought into the

detection of delay and noise faults in the NoC interconnections.

Research on 3D NoCs

With the increasing number of IP cores, a 2D NoC may not be suitable for efficient
communication due to long routing distance in the NoC with large size. The 3D
NoCs is one of the upcoming NoC architectures where NoC layers grow vertically to
reduce communication overhead. Multiple layers of 2D NoCs are stacked above each
other and vertically interconnected using through-silicon vias (TSVs) [202]. By stacking
active silicon layers, such integration mitigates the problem of interconnect wire delay.
Although 3D NoCs offer several advantages over a 2D NoC, one of the major bottlenecks
for 3D NoCs is post-manufacturing testing of different components such as cores and
channels for different manufacturing and transient faults. While the cores perform
computation, defect-free routers and channels in a routing path are needed for reliable
data exchange between sender and receiver. Otherwise, faulty components in a 3D
NoC will cause different system-level failures that may have a significant impact on
its performance. Therefore, one can, for example, employ a test solution discussed in
this thesis for detecting a fault in the channels. The channels of a layer or a subset of
channels from each layer can be put in the test mode at the runtime. In the former
case, the test schedule proposed in Chapter 3 can be suitable. All the nodes which are
at the odd diagonal levels and rest of the nodes which are at the even diagonal levels
in a layer can execute a test algorithm in alternative test iterations to detect channels
faults in the layer. Other scheduling schemes discussed in Chapter 4—7 may be welcome
in the latter case where a subset of nodes from all layers on the basis of a scheduling

method can be allowed to run the test algorithm for the channels of these nodes.
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¢ Research on WiNoCs
Recent research on silicon integrated antenna has established that such antenna can
operate in the millimeter (mm)-wave range from 10-100 gigahertz (GHz) and be
accepted as a viable technology for intra-chip as well as inter-chip communication [203,
204]. In recent observations, excellent emission and absorption properties additionally
lead to antenna-like behavior in carbon nanotubes (CNTs) which can operate at optical
frequencies [205]. The 3D NoCs are the proposed on-chip communication architectures
to replace 2D NoCs. Subsequently, researchers at 3D NoCs have evolved globally to
address the issues of 2D NoCs. So far the investigations, researchers have accepted the
fact that the issues of performance degradation due to high latency, power consumption
remain active in 3D NoCs despite their advantages. In 3D NoCs, the high latency is
because of multihop communication between sender and receiver whereas the significant
power consumption is because of the metallic communication channels. Some efforts
are nowadays being put to address this problem by introducing a new NoC architecture
with ultra-low-latency and low power express wireless channels. As a result, WiNoCs
are coming in next generation NoC-based communications [206,207]. In a WiNoC,
every node is supported with a transceiver that exchanges message signals with a CNT-
based antenna. Such implementation reduces the multihop communication between
highly separated nodes to a single hop due to the wireless channels. Although
distant communications are established with wireless channels, local communications
are however done using traditional metallic channels. Even if a local communication
is made using a wireless channel in order to reduce power and delay compared to its
conventional counterparts, there are still metal control wires. Consequently, reliability
issues due to faults in these metallic channels will be arising out of adopting a WiNoC in
addition to its other promises and challenges [206]. It would be quite innovative to apply
the approaches presented in this thesis for the detection of manufacturing and transient
faults in metallic part of the communication channels in the upcoming WiNoCs. Such
an investigation provides another possibility to the future direction of the work in the

thesis.

¢ Research on PhNoCs
With recent advances in silicon nanophotonics, PhlNoC architectures are being explored
in order to replace the traditional 2D NoCs and to support higher bandwidth and lower
power dissipation in future CMP communications [176]. A PhNoC which is in progress
to be taken in the set of upcoming on-chip networks, consists of two planes: lower plane
is the metallic layer built upon the conventional NoC while the upper plane with the
same topology, is the optical layer built upon the interconnection of optical switches

and optical (wave guided) interconnects. For performing network management and
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distributed control functions, short message exchange, etc., the lower electronic plane
is used. On the contrary, high-bandwidth multiwavelength dedicated to bulk message
transmission is accomplished by the upper optical plane [8,208]. In addition to the
design and implementation issues for the energy-efficient PhlNoCs, the reliability will
be a major concern due to the faults in the channels, routers, cores of the electronic
plane. Thus, another research direction of the works in the thesis can be extended to
the testing of these components, especially communication channels for reliable message

exchange via the electronic plane of the photonic NoCs.

8.3 Concluding Remarks

In accordance with the current status in terms of several limitations of the prior test
approaches, this thesis presents the efficient on-line test solutions. These solutions are
dedicated to addressing the logic level faults in the communication channels of NoCs in
general. The included logic level faults in the channels are primarily manufacturing faults
(stuck-at, open, and short), and secondarily transient and other (e.g., packet deadlock) faults.
These faults in the channels are analyzed both at the single as well as multiple fault models.
The experimental results reveal that the proposed test schemes successfully overcome the
issues of the existing test methods. In particular, the proposed test schemes lower the test-
time and test area overhead significantly and consequently become an alternate attempt for
testing the channel-faults in general large-scale NoCs. The proposed test schemes with the
concluding remarks have the special characteristics that they are not design-specific, can be
easily integrated into the NoCs, and should be seeking for faster solutions in order to reduce

the test costs, improve the flexibility, and increase the system performance.
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