
Transfer Learning



What is Transfer Learning

The reuse of a previously learned model on a new problem is known as transfer learning.

It uses knowledge learn from one model to perform a new task. 

Lots of data, time, resources needed to train and tune a neural network from scratch.

Deep learning methods are data-hungry

Motivation
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Example – Task Specific Text Representation
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Example – Task Specific Text Representation
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Example – Sentiment Analysis for Urdu using Hindi
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Traditional Vs Transfer Learning



Types of Transfer Learning

Source: https://arxiv.org/pdf/1802.05934.pdf

https://arxiv.org/pdf/1802.05934.pdf


Transductive Transfer Learning

Dataset Train a Classifier



Transductive Transfer Learning
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It is also known as domain adaptation.
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Inductive Transfer Learning

Dataset Train a Classifier

New Dataset 
of similar 
domain

Classify using already trained model

It is the same as traditional supervised learning. It is also known as domain generalization.



Covariate Shift 

Assumption: 𝑃𝑑𝑎𝑡𝑎𝑠𝑒𝑡(x, y) ≠ 𝑃𝑛𝑒𝑤(𝑥, 𝑦)
Dataset

New Dataset 
of similar 
domain

Goal: Model a predictor 𝐶𝑛𝑒𝑤(𝑦|𝑥) using 𝑃𝑑𝑎𝑡𝑎𝑠𝑒𝑡(x, y)

Covariate Shift Assumption: 
• 𝑃𝑑𝑎𝑡𝑎𝑠𝑒𝑡 𝑦 𝑥 = 𝑃𝑛𝑒𝑤(𝑦|𝑥)
• 𝑃𝑑𝑎𝑡𝑎𝑠𝑒𝑡(𝑥) ≠ 𝑃𝑛𝑒𝑤(𝑥)
• 𝑆𝑢𝑝𝑝𝑜𝑟𝑡𝑑𝑎𝑡𝑎𝑠𝑒𝑡 𝑥 = 𝑆𝑢𝑝𝑝𝑜𝑟𝑡𝑛𝑒𝑤(𝑥)
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Transductive Learning: VGG16 for Two Classes
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Modify VGG16 for Two Classes
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Modify VGG16 for Two Classes





Transductive Learning: Part-Of-Speech Tagging using RNN



Part-Of-Speech Tagging using RNN
Adapted from : https://www.kaggle.com/code/tanyadayanand/pos-tagging-using-rnn



Treebank Dataset and Preprocessing
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Treebank Dataset and Preprocessing



Use Pre-trained Google Word2Vec



Many-to-many Trainable RNN



Prediction





Multitask Learning



Multitask Learning
• Standard method in Machine Learning learns one task at a time.

• However, a large problem can be broken down to smaller problems
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I LOVE YOU
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Multitask Learning

Given a text corpus, learn representation and classification together.



Go to School

<Start>

V P N

Multitask Learning

<Start>

O O E

Given a text corpus, train a network to identify Part of Speech and 
Name Entities



Multitask Learning
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A Simple Multi-Tasking Example
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Single Sequential input and Multiple Sequential outputs
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VGG 16 with multiple outputs

Task 1

Task 2


