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EFINING NER




The Task of NER

Clinical Text Excerpt

This is an 83 year old woman with a history of hypertension. Her chest
x-ray revealed mild pulmonary edema. Chest CT scan was negative
for pulmonary embolism but positive for consolidation.

Due to her chronic diarrhea she was repeated with intravenous fluids.
For her depression, continued on Citalopram 10 mg daily.

HProblem HBTest BTreatment
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The Task of NER

Yess! Yess! Its official Nintendo announced today that they Will release the
Nintendo 3DS in north America march 27 for $250

Bl Org M Product I Location
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Defining NER as Sequence Labelling Problem

Given,

Sequence of input tokens s = xy - - - Xp

Setof labels L = {/,--- I}
Determine,

asequence of labels: y =t --- 1
where tic Lfor1 <i<n

o

Example : BIO Tagging Scheme

He | was | given | laxis | to | prevent | him | from | congestive | heart | failure | .
O| O O |B-Treat | O O o) 0 B-Prob | I-Prob | I-Prob | O
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SOLVING NER




NER as Supervised Learning Problem

Given a training set (X, Y) = (S1,¥1) -+ (Sn, ¥n),
Where :

Si = X1 -+ Xp, IS @ word sequence

yi =t --- tp, is its label sequence

n; is the length of i sequence

Find an approximation/hypothesis f : y — ~
Where :

x is set of all word sequence and

~ is set of all tag sequence
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Summary of Classical Models

 Rule based or dictionary based

« Hidden Markov Model (HMM)

« Maximum Entropy Markov Model (MEMM)
o Conditional Random Field Model (CRF)

 Support Vector Machine models

e-Faculty Training Program: ML for Social Media Analytics




HMM for Sequence Labelling

e HMM is a generative model p(x1....Xn, Y1....¥n)
@ HMM have 5 tuples namely :

© V : Observation symbols (Vocabulary set wy,...w, )
@ T : States (Tag set 4
© A : State transition probability matrix of nxn
Aij = P(Se = [i|St—1 = I})
© B : Output probability matrix of nxm
B,‘J = P(Ot = M.ﬂst = f,')
© 7 : Array of nxI, initial state probability
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HMM: Continued

@ Define the probability for any p(xj....xs, y1....yn) € (training set) as
p(xt...Xn, y1....yn) = [1jq a(vilyi-1) * e(xi|y;)

@ Decoding : For any word sequence (xj...x,)
f(x1...xn) = arg maxy, . cu(n) P(Yy1.---Yn|x1
t(n) is all possible tag sequence

@ We can solve this through Viterby algorithm in
polynomial time [Rabiner, 1989]

o Parameters estimation
Lt Figure : HMM
Q A =q(tly) = C(.E(L)} ©

Q B = e(wily) = “Z7

()
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HMM: Continued

o Merits of HMM model :

e Easy to model
e Fast
e Domain information not require

@ Demerits of HMM model :

o Curse of dimentionality (number of parameters is too high if we go for
higher order )

e We can not incorporate more features
e Dependent only on past context not on future context.
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Log Linear Model

@ Discriminative model P(y|x)

@ Allow a very rich set of features to be used in a model
@ 5tuples (V, T,d, f: VT — R v e Rd)
@ Forany xe Vandye T

B exp(v.f(x,y))
) = (v F(x,y)

o Parameter Estimation: Training set (x(;y. y(jy), for i =1..m
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Log linear model: Continued

Features

For any pair (x,y), f(x,y) € R? is a feature vector

Each component fi(x, y) for k= 1....d in this vector is refered to as
feature.

Features are indicator function, which allow us to represent different
properties of x in conjunction with label y

fi(x,y) =1if y =t;, else O
fo(x,y) =1ify =tp, else 0

—1n‘y—t1 and x = wy, else = 0

—1if y =1t; and pos(x) — p1, else =0
= 1if y = t; and suffs(x) =" s{, else = 0
= 1if y = t; and pres(x) =' p}, else = 0
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Maximum Entropy Markov Model
(MEMM)

@ MEMMs use Log linear model and Markov assumption

@ It is a discriminative model p(x1....Xp|y1.--.¥n)

@ Tuples (V, T, H, f: HxT — RY ve Rd)

@ History (H) : For any pair of sequence xj...x, and yj...y;,
define hy =< y;j 1. x1...Xp, 1 >

@ Given these components we define conditional
tagging model

n

P(y1...yn|x1..xn) = H P(yilhi.v) (3)
i=1

exp(v.f(h;, y;))
Zy,reT exp(v.f(h;,y"))

P(yf|hf: V) —

(4)
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MEMM: Continued

@ Parameter Estimation :

Training set (x(K), y(k)) for k=1....m
(k) (k) (k) (k)

where each x(k) = X1 X and y(k) = 1Yy
and ny is the length of kM sentence

L) =3 log(Pl WA, 1)) (5)
k=1 i=1
eXP(V-f(h,(k)ay;))

k
ZJVET'exl:)(v'f(h,E ): .y))
@ Decoding of MEMMs Finding most likely tag sequence for an input

sequence Xi...Xp IS

(6)

k k
PR vy =

argmaxy, v, ey (n)P(Y1---Yn|X1...Xpn) (7)

where Y(n) is all possible tag sequence of length n
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MEMM: Continued

Features :

o Recall that feature vector is a function f(h,y) € RY where
h=<y o,y 1.X1..Xn,1 >

o Each feature fi(h,y) for j € 1...d can be sensitive to any information
from history h

@ Features for POS tagging used by [Ratnaparkhi, 1996]

@ Word/Tag features :

@ Prefix and Suffix features:

© Trigram, Bigram and Unigram tag features:
© Contextual features

©@ Spelling features
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MEMM: Continued

e Features used by [Ratnaparkhi, 1996] for POS tagging:

Word: the stories about well-heeled communities and developers
Tag: DT KNS IN 13 KNS cc NNS
Positien: |1 2 3 4 & L) 7

Table 2: Sampde Data

wy = about L, =18
wy_; = stories Ly
.3 = the ki
wyi4y = woll-hoeled L4
Wigy = communities L L=1IN
fiay = NNS E=1IN
ti-3ti—) = DT NNS ki=IN

Table 3: Features Generated From Ay (for tagging about) from Table 2

wi-| = about Liyj=2)
.3 = stories k=l
Mys) = communities & f =]
a3 = &Rd &t=2]
4.y = IN k=]
fy_zli_y = NNS IN ki,=1]
prefix|wy; j=vw k=)
prefixfw; )=ve k=0
prefix(uy j=wel k=2
prefix(w; j=well &i=1
sulffix(my)=d L=
suffin{uy]=ed L=
sullfix(uy)=1ed k=0
suffi(wy ) =eled kiy=l)
uy contains hyphen Lity=J

Figure : Features snapshot from [Ratnaparkhi, 1996]
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MEMM: Continued

e Features used by [Ratnaparkhi, 1996] for POS tagging:

Word : the stories about well-heeled communities and developers
1

Tag: DT NNS IN 1) NNS CC  NNS
2 3 4 & a 7

Position:

Table 2: Sample Data

@y = about L= IN
wi-1 = stories Li=1IN
.3 = the Lie=1N
wi4) = woll-heoeled L i =IN
ey = communities L Li=1IN
fj=y = NS Li=1
fi-zti- = DT NNS Li=1IN

Table 3: Features Generated From As (for tagging about) from Table 2

My~ = about Eiy=1]
-3 = stories kitg=3]
wy4 = communities L i, = 1]
ey = &nd & i =1]
iy = IN L=
fi_alio, = NN IN Li,=1)
prefix(wy j=w Lti=1)
prefix(w; )=wve Lity=1]
prefix(w; | =wel Ety=1]
prefix(uw; ) =well L=
suffix(uy)=d k=1
suffiswy)=ad k=)l
sullix{uy)=1ed ;=2
sufffix(wy)=eled & ;=)
uy contains hyphen Li,=1]

Figure : Features snapshot from [Ratnaparkhi, 1996]
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MEMM: Continued

@ Merits

o It allows very rich source of features to incorporate
o Complexity

@ Demerits

o Linear classifier therefore dependent on features
e Required domain knowledge to design features
e Dimension of feature vector is high

e Label biasing problem
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Conditional Random Field

e CRF is also a discriminative tagging model.
@ s is label sequence for sentence x.

P(y1....yn|X1....xn) = p(s]x) (8)
@ Define a giant feature vector
d(x,s) € RY (9)

This map the entire input sequence paired with entire output
sequence into a d-dimensional feature vector.
e Feature vector

O(x.5) =3 F(hy.y)) (10)
j=1

@ We then build a log linear model
exp(w.d(x, s)) (1)
Jegn exp(w.d(x.s"))

Normalization constant S” is a all possible state sequence of length n

plsxiw) = 5=
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CRF: Continued

@ Decoding: For a given input sequence xj.....x, we would find most
likely label sequence

Xim) = arg max p(s|x; w) (12)

e Differences over MEMMs
@ Normalizing over whole sentence probability will resolve label biasing

problem

@ Undirected graphical model
© We get output for whole sentence at once, therefore not useful for

online learning
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NER IN TWEETS

A case study: Ritter et al. EMNLP 2011




Why NER in Tweets

« Corpus already exceeding size of the Library of Congress

« More up-to-date and inclusive than news articles

e-Faculty Training Program: ML for Social Media Analytics




Off-the-shelf-tool performance

Predicted

Yess!Yess! Its official Nintendo announced today that they Will release the
Nintendo 3DS in north America march 27 for $250

B Org M Product B Location

Actual

Yess!Yess! Its official Nintendo announced today that they Will release the
Nintendo 3DS in north America march 27 for $250

Bl Org M Product M Location
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Specific Challenges

« Plethora of distinctive named entity types

 But Infrequent

« Other common challenges remains
o Lack of context

e Lexical variants etc.
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T-NER Pipeline

« Divided into two steps
« Segmentation (T-SEQG)

 Classification (T-CLASS)
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Segmentation

 Sequence Labelling Task using IOB scheme

e CRF Classifier

« Features Used: Orthographic, Contextual, dictionary features
« Dictionary: Type-list from Freebase

 Additional Features: T-POS, T-Chunk, T-Cap (Capitalization is informative or not)
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Segmentation Performance

P R Fl Fl 1nc.
Stanford NER 0.62 | 0.35 | 044 | -
T-SEG(None) 0.71 | 0.57 | 0.63 | 43%
T-SEG(T-POS) 0.70 | 0.60 | 0.65 | 48%
T-SEG(T-PoOS, T-CHUNK) | 0.71 | 0.61 | 0.66 | 50%
T-SEG(AIl Features) 0.73 | 0.61 | 0.67 | 52%

Table 6: Performance at segmenting entities varying the
features used. “None” removes POS, Chunk, and capital-
ization features. Overall we obtain a 52% improvement
in Fq score over the Stanford Named Entity Recognizer.
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Classification

Recall Specific Challenges: Lots of Infrequent entity types

|

Distant Labelled
Supervision | DA =esssssss) Document == Topic == Words

Entity String = Freebase = Words
+ Context Type

Freebase

Amazon Company + Location
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Classification Performance

Type

Top 20 Entities not found 1n Freebase dictionaries

PRODUCT

nintendo ds lite, apple 1ipod. generation black, ipod nano, apple iphone, gb black, xperia. ipods. verizon
media, mac app store, kde, hd video, nokia n8, ipads, iphone/ipod, galaxy tab, samsung galaxy, playstation
portable, nintendo ds, vpn

TV-SHOW

pretty little, american skins, nof, order svu, greys, kktny, rhobh, parks & recreation, parks & rec, dawson
‘s creek, big fat gypsy weddings, big fat gypsy wedding, winter wipeout, jersey shores, idiot abroad, royle,
jerseyshore, mr . sunshine, hawaii five-0, new jersey shore

FACILITY

voodoo lounge, grand ballroom, crash mansion, sullivan hall, memorial union, rogers arena, rockwood
music hall, amway center, el mocambo, madison square, bridgestone arena, cat club, le poisson rouge,
bryant park, mandalay bay, broadway bar, ritz carlton, mgm grand, olympia theatre, consol energy center

Table 7: Example type lists produced by LabeledLDA. No entities which are shown were found in Freebase; these are
typically either too new to have been added, or are misspelled/abbreviated (for example rhobh="Real Housewives of
Beverly Hills”). In a few cases there are segmentation errors.
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Classification Performance

Type LL |FB | CT |SP N
PERSON 0.82 | 0.48 [ 0.65 | 0.86 | 436
GEO-LOC 0.77 | 0.23 [ 0.60 | 0.51 | 269
COMPANY 0.71 | 0.66 | 050 | 0.29 | 162
FACILITY 0.37 | 0.07 | 0.14 | 0.34 | 103
PRODUCT 0.53 | 0.34 | 040 | 0.07 | 91
BAND 044 | 040 [ 042 [ 0.01 | 54
SPORTSTEAM | 0.53 | 0.11 | 0.27 | 0.06 | 51
MOVIE 0.54 | 0.65 | 0.54 | 0.05 | 34
TV-SHOW 059 | 0.31 | 043 | 0.01 | 31
OTHER 0.52 | 0.14 | 040 | 0.23 | 219
overall 0.66 | 0.38 | 0.53 | 0.45 | 1450

Table 10: F; scores for classification broken down by

type for LabeledLDA (LL). Freebase Baseline (FB), DL-
Cotrain (CT) and Supervised Baseline (SP). N 1s the num-
ber of entities in the test set.
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Segmentation + Classification
Performance

System P R Fy
COTRAIN-NER (10 types) | 0.55 | 0.33 | 0.41
T-NER(10 types) 0.65 | 0.42 | 0.51

COTRAIN-NER (PLO) 0.57 | 042 | 0.49

T-NER(PLO) 0.73 | 0.49 | 0.59
Stanford NER (PLO) 0.30 | 0.27 | 0.29

Table 12: Performance at predicting both segmentation
and classification. Systems labeled with PLO are evalu-

ated on the 3 MUC types PERSON, LOCATION, ORGA-
NIZATION.
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An Example of NLP in Computer Security

« Chambers, Fry, and McMasters. "Detecting Denial-of-Service Attacks from Social
Media Text: Applying NLP to Computer Security”. NAACL 18

 Objective: Use social media as an indirect measure of real-time detection of
attacks without network data
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Thanks!

Question and Comments!
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