
Design of Optimal Sliding Mode Controller for Uncertain Systems

MADHULIKA DAS



Design of Optimal Sliding Mode Controller for

Uncertain Systems

A

Thesis Submitted

in Partial Fulfilment of the Requirements

for the Degree of

DOCTOR OF PHILOSOPHY

By

MADHULIKA DAS

Department of Electronics and Electrical Engineering

Indian Institute of Technology Guwahati

Guwahati - 781 039, INDIA.

2016



Certificate

This is to certify that the thesis titled “Design of Optimal Sliding Mode Controller for Un-

certain Systems”, submitted by Madhulika Das (10610206), a research scholar in the Department

of Electronics & Electrical Engineering, Indian Institute of Technology Guwahati, for the award of the

degree of Doctor of Philosophy, has been carried out by her under my supervision and guidance.

The thesis has fulfilled all requirements as per the regulations of the institute and in my opinion

has reached the standard needed for submission. The results embodied in this thesis have not been

submitted to any other University or Institute for the award of any degree or diploma.

Dated: Prof. Chitralekha Mahanta

Guwahati. Dept. of Electronics & Electrical Engg.

Indian Institute of Technology Guwahati

Guwahati - 781039, Assam, India.



This is dedicated to my parents

Kumaresh Das

and

Ranja Das



Acknowledgements

I would like to express my sincere gratitude to my supervisor, Prof. Chitralekha Mahanta, for

her helpful discussions, support and encouragement throughout the course for this work. Her vision

and passion for research influenced my attitude for research work and spurred my creativity. I would

particularly like to thank for all her help in patiently and carefully correcting all my manuscripts.

I would like to thank my doctoral committee members Dr. Indrani Kar, Dr. Praveen Kumar and

Prof. S. B. Nair for sparing their precious time to evaluate the progress of my work. Their suggestions

have been valuable. I would also like to thank other faculty members for their kind help carried out

during my academic studies. My special thanks to Mr. Sidananda, Mr. Sanjib, Mr. Samimul and all

the members of the Control & Instrumentation Laboratory for maintaining an excellent computing

facility and providing various resources useful for the research work.

My friends at IITG made my life joyful and were constant source of encouragement. Among my

friends, I would like to extend my special thanks to Mandar, Nabanita, Sushanta, Basudev. My work

definitely would not have been possible without their love and care which helped me to enjoy my new

life in IITG. Special thanks also go to Mridul, Tausif and Arghya for their help during my stay.

My deepest gratitude goes to my family for the continuous love and support showered on me

throughout. The opportunities that they have given me are reasons for my being where I am and

what I have accomplished so far.

I am thankful to IIT Guwahati for providing the research scholarship to undertake my PhD re-

search. Finally, I would like to thank the Almighty God for bestowing me this opportunity and

showering his blessings on me to come out successful against all odds.

(Madhulika Das)



Abstract

Generally, a conventional optimal controller designed for a system cannot guarantee its performance

when the system is affected by uncertainties caused by modeling error, parameter change or external

disturbance. In order to address this problem, this thesis attempts to design a robust optimal controller

for uncertain systems. The focus of the research work is to design an optimal sliding mode controller

which can minimize the control input and ensures that its performance does not degrade even when the

system is affected by parametric uncertainty and external noise. The optimal controller is designed

by using classical optimal control algorithm. A sliding mode controller (SMC) is integrated with

the optimal controller to impart robustness. This thesis develops an optimal second order sliding

mode controller (OSOSMC) which can mitigate high frequency chattering present in conventional

first order sliding mode controllers. The optimal control law for linear systems is based on simple

linear quadratic regulator (LQR) technique. An optimal adaptive sliding mode controller is designed

for linear uncertain systems where the upper bound of uncertainty is unknown. For nonlinear systems,

extended linearization is used to represent it in a linear like structure having state dependent coefficient

(SDC) matrices and a state dependent Riccati equation (SDRE) based optimal controller is designed

for the nominal part. For nonlinear systems which cannot be represented as linear like structures, the

optimal control strategy is developed by using the control Lyapunov function (CLF). The second order

sliding mode strategy is realized by designing a non-singular terminal sliding mode control based on

the integral sliding surface.

Conventional SMCs cannot tackle the mismatched uncertainty. A disturbance observer based

OSOSMC is proposed here for nonlinear systems affected by mismatched uncertainties. The optimal

sliding mode controller is designed for both linear and nonlinear uncertain systems affected by matched

as well as mismatched types of uncertainties. Extensive simulation studies are conducted to evaluate

performance of the optimal second order sliding mode controller (OSOSMC) and compared with some

i



existing control schemes. The proposed OSOSMC design is extended to multi input multi output

(MIMO) systems also. Stability of the proposed controller is established by using Lyapunov’s criterion.
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1. Introduction

1.1 Introduction

Optimal control is an important area in modern control theory. Optimal control methodology

provides a systematic approach to design a controller which satisfies predefined performance criteria

like time minimization, cost minimization and error minimization. Optimal control is an well estab-

lished methodology and has been proposed for both linear and nonlinear systems. For designing an

optimal controller for linear systems, linear quadratic regulator (LQR) technique [12] is widely used

because of its simplicity and systematic structure of design. The LQR has been designed to solve both

finite and infinite horizon optimal control problems for linear systems by solving the algebraic Riccati

equation [13]. Although designing an optimal controller for nonlinear systems is not as straightforward

as in the case of linear systems, a number of methods are available in literature for designing optimal

controller for nonlinear systems. One of the main approaches for designing an optimal controller for

nonlinear systems is to solve the Hamilton-Jacobi-Bellman (HJB) partial differential equation [14].

Unfortunately, the HJB partial differential equation for nonlinear systems is difficult to be solved

analytically and it is computationally intensive due to its high dimension. In recent practice, the state

dependent Riccati equation (SDRE) [15–18] has been used to find solution for the optimal control

problem of nonlinear systems. Due to the systematic design approach, SDRE based optimal control

has gained wide attention within the control community. The SDRE based control methodology pro-

vides an extremely effective algorithm to design a nonlinear feedback control by accommodating the

nonlinearity in the system. In this method the nonlinear matrix is factorized into the product of a

matrix-valued function and the state vector. Hence, the nonlinear system is converted into a linear like

structure having state dependent coefficient (SDC) matrices [19,20]. The SDRE technique is used to

design an optimal controller for nonlinear systems similar to the LQR technique being used to design

an optimal controller for linear systems. In the case of SDRE technique, the weighing matrices are

dependent on the states of the system. Another effectively used method to design optimal controller

for nonlinear systems is the control Lyapunav function (CLF) based optimal control [21–23]. Unlike

the Lyapunov function, the CLF is defined for the closed loop system. Sontag showed in [24] that if

the CLF could be found for the nonlinear system, there would exist a feedback controller to make the

system asymptotically stable. Moreover, CLF which solves the HJB equation also optimizes certain

performance index. So, if CLF exists for a nonlinear system, then there also exists a feedback con-

troller which stabilizes the nonlinear system and also optimizes certain performance criteria without
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1.1 Introduction

actually solving the HJB equation. However, performance of an optimal controller is not guaranteed

when the system is not in its nominal state. If the system is affected by uncertainty, performance

of the optimal controller deteriorates and the system may even be led towards instability. In reality,

almost all physical systems are affected by uncertainty caused by modeling error, parameter variation

and external disturbances.

Designing an optimal controller for uncertain systems is a highly challenging task. Continuing

research in that area has led to design of robust optimal controllers. One such robust control method

is the H∞ suboptimal control [13] which is a well known technique to handle the uncertain system

while optimizing a defined performance criterion. Another popular way to make the optimal controller

robust is to integrate the optimal controller with some other controllers which exhibit robust behavior

towards uncertainty. In recent literature a number of such robust controllers like adaptive controller

[25, 26], backstepping controller [27, 28] and model predictive controller [29, 30] have been proposed.

Nonconventional methods like neural network and fuzzy logic based controllers [31, 32] have also

evolved to tackle systems in uncertain environment. Still, demand for trivial details and complex

design procedure are major drawbacks of these methods. In the field of robust control, the sliding

mode control (SMC) [33–38] has drawn wide attention due to its inherent insensitivity to parametric

variations and external disturbances. The SMC has been successfully applied in diverse areas like

power converters [39], robotics [40], aircrafts [41], underwater vehicles [42] and spacecrafts [43]. The

SMC is a special case of variable structure control which originated in the 70’s [44, 45]. Typically in

the SMC, the control input is realized in two steps. In the first step, the control input is designed

to bring the nominal system onto the sliding surface. This phase is called the reaching phase [46] of

the SMC and the control input designed for this phase is known as equivalent control [47]. In the

reaching phase, the system is sensitive to uncertainties affecting it. In the second step, a discontinuous

switching control is used to keep the system onto the sliding surface. After occurrence of sliding mode,

the system becomes immune to the matched uncertainty [46], which is in the range space of the input

matrix. In conventional sliding mode control, when sliding mode occurs, the system behaves as a

reduced order system with respect to the original model.

I. Optimal Sliding Mode Controller

The primary concern of designing an SMC is to stabilize the system in an environment where

uncertainties and external disturbances are dominant. In such cases, the main interest is the fast
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1. Introduction

convergence of the system states which demands a high control gain to tackle uncertainties. However,

during nominal operation of the uncertain system, stability is not the only concern of controller design.

Performance criteria like minimization of the control input and fast convergence of the system states

also need attention during nominal phase of operation. Hence, when the system is far away from

the equilibrium where its nominal part is dominant, optimal control is a natural choice to drive the

system optimally towards the equilibrium. On the other hand, in the neighborhood of the equilibrium

where uncertainties are more dominant, the SMC fits in as an ideal controller to ensure robustness.

Though optimal control and SMC are two different types of control strategy, it is possible to combine

them. Combination of optimal control with SMC has given rise to optimal sliding mode control

(OSMC). Active research is continuing to design optimal sliding mode control as evident in literature.

J.Zhou et al. [48] proposed time optimal sliding mode control for hard disk drive. They used the time

varying sliding surface to take the system towards the origin in minimum time. Effort was made to

minimize the control effort for a linear system with matched uncertainty [49–53]. To design optimal

sliding mode control, the first step is to design the optimal control part for stabilizing the nominal

linear system while minimizing the given performance index. A popular method to design optimal

control for nominal linear system is LQR technique. To combine the LQR methodology with the

SMC, integral sliding mode control (ISMC) [54–56] has been used. Though the system’s order is not

reduced in ISMC, its main advantage is that it achieves robustness from the very beginning. As ISMC

has no reaching phase, the system is immune to matched uncertainties from the starting. Another

remarkable advantage of ISMC is that it can combine the SMC with different types of control strategy.

Like in linear systems, different methods are proposed to design optimal sliding mode control for the

nonlinear system too. In [57] state dependent Riccati equation (SDRE) based optimal controller was

proposed for uncertain nonlinear system. The control Lyapunov function based optimal control was

developed to design OSMC in [58]. In [59–61], an optimal sliding mode control design was proposed by

solving the two point boundary value problem. Hamiltonian method was used to design the optimal

control which was combined with the sliding mode control in [43, 62]. To minimize reaching time,

optimal sliding mode control was proposed by Jafarian and Nazarzadeh [39]. In this method, Jafarian

and Nazarzadeh designed the control law for infinite switching for the sliding mode control and then

depending upon this control constraint, they proposed the time optimal control based on Pontryagin’s

minimum principle.
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1.1 Introduction

II. Chattering Mitigation

Though the optimal sliding mode controller (OSMC) counters the problem of high control gain

and guarantees robustness for uncertain systems, implementation of the OSMC becomes difficult due

to a major drawback known as chattering which is the high frequency chattering inherently present in

SMCs. The main cause behind chattering is the fast dynamics which is usually neglected at the time

of designing an ideal sliding mode. In ideal sliding mode, it is assumed that the switching frequency of

the controller is infinite. However, due to the inertia of the actuator and the sensor and the presence

of nonlinearity in the actual plant, switching in SMCs occurs at very high but finite frequency. As

an effect, the sliding mode occurs in the small neighborhood of the sliding surface which is inversely

proportional to the switching frequency of the controller. This high frequency switching in control

is known as chattering phenomenon. The chattering phenomenon has serious harmful affects on the

actuator as it leads to premature wear and tear or even breakdown of the system. A good number of

methods have been proposed in the recent past to prevent chattering in the SMC [1,3,63–66]. One way

to reduce chattering is to use the boundary layer technique where the sign function is approximated by

a saturation function and the sliding function converges and remains within the sliding layer [10,63,64].

However, robustness of the controller has to be compromised in this method. However, the most recent

and efficient solution to eliminate chattering in the control input is the higher order sliding mode

control (HOSMC) methodology [1, 3, 65, 66]. The HOSMC retains the prime features of conventional

SMCs and at the same time reduces chattering. For a r − th order HOSMC, the derivatives of the

(r−1)−th control input are continuous everywhere except on the sliding surface. In HOSMC, not only

the sliding manifold but its higher order derivatives also need to be zero [67–71]. However, the main

difficulty in a higher order sliding mode is its high information demand. Among HOSMC methods,

the second order sliding mode controller (SOSMC) [69,72–76] is most widely accepted by the control

community as it requires lesser information to design the controller. One recent approach of designing

the second order sliding manifold is to combine two different sliding surfaces [77]. Commonly, a linear

hyperplane is used to design the switching surface in the SMC. But linear sliding surface is generally

unable to converge the system states to the equilibrium state in finite time. To achieve finite time

convergence of the system states, the terminal sliding mode [78–80] was proposed. Because of assured

finite time convergence, the terminal sliding mode controller has become increasingly popular among

designers in recent years. However, conventional terminal sliding mode control is usually associated
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1. Introduction

with the singularity problem. To overcome this problem, nonsingular terminal sliding mode control

(NTSMC) was proposed [8,77,81]. The terminal sliding manifold has been combined with other sliding

manifolds to develop a higher order sliding mode control which has features like robustness, finite time

convergence and also reduces chattering in the control input.

1.2 Motivation

Literature reports that the OSMC is typically designed by combining the optimal controller with

the conventional first order SMC. As a result, following drawbacks are observed:

(i) The OSMC is affected by chattering phenomenon.

(ii) The OSMC cannot tackle the mismatched uncertainty.

(iii) Bound of uncertainty should be known apriori to design the OSMC.

Above challenges associated with SMC design triggered continuous efforts among researchers for

finding their solutions. To mitigate chattering in the conventional first order OSMC, effort is on

to use continuous switching. Boundary layer method and the second order sliding mode controller

(SOSMC) [74–76] are widely used for minimizing chattering in SMCs. In the boundary layer method, a

saturation function is substituted for the sigmoid function used for switching in SMCs. This degrades

the robustness which is the key feature of the SMC. The SOSMC has proved to be a better choice for

designing OSMCs to mitigate chattering.

Uncertainty which is not in the range space of the input matrix of the system is known as the

mismatched uncertainty. Conventional SMCs are not robust against mismatched uncertainties. How-

ever, research is continuing to design SMCs for controlling systems with mismatched uncertainties.

Kwan [4] developed a SMC strategy for linear systems with mismatched uncertainty. Choi [82–84]

proposed a linear matrix inequality (LMI) based SMC technique to handle mismatched uncertainty.

Integral sliding mode control has also been used to handle mismatched uncertainty [56, 85, 86]. SMC

based on output feedback was developed in [87,88] for mitigating mismatched uncertainty. Recently,

the disturbance observer [11, 89] was proposed to estimate the mismatched uncertainty affecting a

nonlinear system and the estimation was used to design the SMC to stabilize the nonlinear system.

For designing SMCs, prior knowledge about the upper bound of the uncertainty is a necessary

requirement which is not always available in practice. In absence of the advance knowledge about
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the upper bound of uncertainty, the SMC gain is generally chosen quite high resulting in a large

control effort. On the other hand, if the SMC gain is chosen too small, the stability conditions may

not be satisfied. To estimate the unknown upper bound of uncertainties, adaptive techniques were

proposed using which a number of conventional and non-conventional control structures have been

developed [64,90–92]. Huang et al. [64] developed an adaptive SMC (ASMC) for the nonlinear system

with uncertain parameters [93, 94]. Wai and Chang [90] proposed an ASMC using adaptive tuning

approach to deal with unknown but bounded uncertainty. In [91] Wai proposed an ASMC where

an adaptive technique was utilized to relax the requirement of the bound on the lumped uncertainty

existing in the traditional sliding mode control. Plestan et al. [95] proposed an adaptive SMC where

the adaptive gain value was not over estimated. Adaptive technique is also proposed for higher order

sliding mode control [96–99]. In [92], Hu and Woo proposed a fuzzy supervisory sliding mode control

combining fuzzy logic and neural network for controlling robotic manipulators.

Attempts continue to persist in finding solution to the above-mentioned difficulties because of their

highly challenging nature. This thesis is also an attempt in that direction. The aim of this thesis

is to design a chattering free optimal sliding mode controller (OSMC) for both linear and nonlinear

uncertain systems. The controller is also improved to tackle matched and mismatched uncertainty.

1.3 Contributions of this Thesis

This thesis attempted to design a robust optimal control strategy with focus on control input

minimization and immunity against system uncertainty caused by parametric change or external

disturbance. As an outcome of this attempt, this thesis proposed the following:

I. First order optimal sliding mode controller for linear uncertain systems

The sliding mode is established if the switching gain is greater than upper bound of the matched

uncertainty. Hence, Prior knowledge about the upper bound of the matched uncertainty is an essential

prerequisite to design an OSMC. For designing an OSMC for linear systems having matched uncer-

tainty with unknown upper bound, an optimal adaptive sliding mode controller (OASMC) is proposed

here. To design the switching control, an adaptive tuning law is applied. The OASMC is designed for

both stabilization and tracking applications of the uncertain system. It is a challenge to design a first

order optimal sliding mode controller (OSMC) for linear systems affected by mismatched uncertainty.

This thesis proposes disturbance observer based OSMC for linear systems affected by mismatched
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uncertainty. The proposed optimal control law is based on simple linear quadratic regulator (LQR)

technique. The optimal controller is integrated with the SMC by designing an integral sliding surface

which is designed by using the disturbance estimation. A disturbance observer is used to estimate

the mismatched uncertainty. The proposed OSMC is applied for stabilizing linear systems affected by

mismatched uncertainty.

II. Optimal second order sliding mode controller for linear uncertain systems

An optimal second order sliding mode control (OSOSMC) method is proposed for linear uncer-

tain systems with an objective to minimize the control effort. The overall controller is obtained by

integrating a linear quadratic regulator (LQR) based optimal control technique with the second order

sliding mode controller. The optimal controller which minimizes the control input is imparted robust-

ness against uncertainties by combining it with the SMC. The second order sliding mode strategy is

realized by designing a non-singular terminal sliding mode control (NTSMC) based on the integral

sliding variable. The NTSMC also guarantees finite time convergence of the proposed integral sliding

variable and its first derivative. In this second order sliding mode control method, the discontinuous

control input is derived by using the first derivative of the control input. Actual control input is

obtained by integrating the discontinuous control input and hence becomes smooth and chattering

free. The OSOSMC is first designed for single input single output (SISO) linear uncertain system and

is further extended to decoupled multi input multi output (MIMO) linear uncertain system.

III. State dependent Riccati equation (SDRE) based optimal second order sliding
mode controller for nonlinear uncertain systems

Designing an optimal controller for nonlinear uncertain systems is still a challenge. To find an

optimal controller for nonlinear systems, the linear quadratic regulator (LQR) technique cannot be

applied. Here, extended linearization is used to convert the nonlinear system into a linear like structure

having state dependent coefficient (SDC) matrices. The control law for the nonlinear uncertain system

is obtained in two steps. For the nominal part of the system, a state dependent Riccati equation

(SDRE) based optimal controller is designed and for the uncertain part, a second order sliding mode

control (SOSMC) strategy is used. The state dependent Riccati equation (SDRE) based optimal

controller is designed similarly as linear quadratic regulator (LQR) based optimal control technique.

However in this case system matrix and input distribution matrix are state dependent. Hence, The

weighing matrices also chosen as state dependent matrix. To design OSOSMC, at first integral sliding
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variable is proposed to combine the optimal controller with SMC and then a NTSMC based on integral

sliding variable is designed to develop the second order sliding mode methodology. The advantage of

using nonlinear sliding surface like terminal sliding surface is that it converges the proposed integral

sliding variable in finite time. The OSOSMC is developed for stabilization and trajectory tracking of

nonlinear uncertain systems.

The chaotic system is a special case of nonlinear system exhibiting long term aperiodic behavior.

Chaotic systems are highly sensitive to initial conditions of the system. The proposed state dependent

Riccati equation (SDRE) based second order sliding mode controller is applied to stabilize certain

chaotic systems.

IV. Control Lyapunov function (CLF) based optimal second order sliding mode
controller for nonlinear uncertain systems

In practice, it is not possible to convert all nonlinear systems into linear like structure and design

SDRE based optimal controller. To handle such cases, an optimal control strategy is developed by

using the control Lyapunov function (CLF). For ensuring robustness of the designed optimal controller

in presence of parametric uncertainty and external disturbances, a second order sliding mode control

scheme is realized by designing a terminal sliding mode control based on an integral sliding variable.

The resulting second order sliding mode can effectively reduce chattering in the control input.

It is difficult to design a SMC when a nonlinear system is affected by mismatched uncertainty. A

disturbance observer based OSOSMC is proposed here for nonlinear systems affected by mismatched

uncertainties at the minimum expense of control effort. At first, CLF based optimal controller is

designed for the nominal part of the nonlinear system. A disturbance observer is designed to estimate

the uncertainty. After designing the observer, an integral sliding variable is proposed based on the

estimated values of uncertainty. To reduce the chattering phenomenon, the SOSMC is designed by

developing a NTSMC based on integral sliding variable.

1.4 Thesis Organization

The thesis is organized as follows.

Chapter 2: This chapter presents a first order optimal sliding mode control method for linear

systems affected by matched and mismatched uncertainties. The chapter contains two major sections.

In the first section a first order optimal adaptive sliding mode controller is designed for linear systems
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affected by matched uncertainty where upper bound is unknown. The switching gain is adaptively

tuned to design the sliding mode controller. Simulation studies demonstrate effectiveness of the

proposed controller for both stabilization and trajectory tracking problems. In the second part a

first order optimal sliding mode controller is proposed for linear systems affected by the mismatched

uncertainty. The optimal controller is designed for the nominal part of the system and is based on

linear quadratic regulator (LQR) technique. Then an integral sliding surface is designed based on the

disturbance estimation. A disturbance observer is applied to estimate the mismatched uncertainty.

From simulation result it can be concluded that the system states are bounded in spite of the presence

of mismatched uncertainty.

Chapter 3: In this chapter an optimal second order sliding mode controller (OSOSMC) is pro-

posed for linear uncertain systems. The optimal controller is designed for the nominal linear system

using LQR technique. An integral sliding variable is designed to integrate the optimal controller with

SMC to tackle the matched uncertainty affecting the linear system. As first order SMC contains unde-

sired high frequency chattering in the control input, a second order sliding mode control methodology

is proposed here by designing a non-singular terminal sliding mode control (NTSMC) based on the

integral sliding variable. The chapter is divided into three sections. In the first section an OSOSMC

is designed for the linear uncertain SISO system and applied for stabilization. In the second section,

output tracking of a linear SISO system affected by the matched uncertainties is discussed. In the

third section, the OSOSMC designed for the linear uncertain SISO system is extended to linear un-

certain decoupled MIMO systems and applied for stabilization. Simulation results confirm that the

proposed controller produces smother control input and requires lesser energy than some other existing

methods.

Chapter 4: This chapter explains the state dependent Riccati equation (SDRE) based optimal

second order sliding mode control (OSOSMC) strategy proposed for nonlinear uncertain systems

and studies its utility when applied for controlling a chaotic system. To design the SDRE based

optimal second order sliding mode controller for a nonlinear uncertain system, it should have linear

like structure. Using extended linearization certain nonlinear systems can be represented as linear

like structures having state dependent coefficient (SDC) matrices. The SDRE based optimal second

order sliding mode controller is designed for those systems. The optimal controller is proposed for

the nominal nonlinear system and then combined with a sliding mode controller by designing an
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integral sliding variable. A second order sliding mode control methodology is realized by designing a

NTSMC based on integral sliding variable. The proposed OSOSMC is applied to stabilize the chaotic

system which is a classic example of highly unstable nonlinear system. Some chaotic systems can be

represented as linear like structures for stabilizing which the proposed SDRE based optimal second

order sliding mode controller is successfully applied. Simulation results confirm effectiveness of the

proposed controller.

Chapter 5: In this chapter a control Lyapunov function (CLF) based optimal second order sliding

mode control is proposed for nonlinear systems affected by matched and mismatched uncertainties.

The chapter is divided into two main sections. In the first section the CLF based OSOSMC is

designed for nonlinear systems affected by the matched uncertainty using the integral sliding variable

based NTSMC in a similar manner as followed in previous sections. In the next section the CLF

based OSOSMC is proposed for the nonlinear system affected by the mismatched uncertainty which

is estimated by using a disturbance observer. Extensive simulation study is conducted to validate

performance of the proposed optimal second order sliding mode control strategy.

Chapter 6: In this chapter conclusions are drawn based on the research work done and suggestions

for future directions of work in this area are outlined.
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2.1 Introduction

2.1 Introduction

In the field of robust control, sliding mode control (SMC) [33,34,47] is highly appreciated due to its

inherent robust behavior towards the matched uncertainty [46], which is in the range space of the input

distribution matrix. Though the conventional SMC is strongly robust, it requires a high control input

as the gain of the controller needs to be higher than the upper bound of the uncertainty. But a high

control gain is undesirable as it may saturate the actuator and the cost of the controller also becomes

high. So, an optimal sliding mode controller (OSMC) [49–53] has been developed to tackle uncertain

systems with minimum expense of control energy. To develop an OSMC, the optimal controller is

incorporated with the integral SMC. However, the OSMC suffers from the following drawbacks:

• The bound of the matched uncertainty should be known apriori.

• It cannot tackle the mismatched uncertainty.

To design the switching control of sliding mode, upper bound of the matched uncertainly should

be known a priori. If the upper bound of the matched uncertainty is not known in advance, a

popular choice is to choose high gain switching which, however, increases the control energy. To

know the upper bound of the matched uncertainty, different adaptive tuning methods [64, 90–92]

have been proposed in the literature. But many a times the bound of the matched uncertainty is

over estimated, which is not desirable. In [95] Plestan et al. proposed an adaptive SMC to solve

the problem of over estimation. Another drawback of the conventional SMC is that it cannot tackle

the mismatched uncertainty. In recent literature, a few methods have been proposed to design sliding

mode controllers for systems affected by mismatched uncertainties. Some such methods are the output

feedback sliding mode controller [87,88] and backstepping sliding mode controller [27,28] which have

been designed to handle mismatched uncertain systems. For linear systems affected by the norm

bounded mismatched uncertainty, the sliding surface was designed by solving the linear inequality

matrix in [82–84]. Observer based SMC has recently been proposed [11,89] to tackle the mismatched

uncertainty affecting the linear system. In [11, 89] a disturbance observer has been used to estimate

the mismatched uncertainty and design the sliding surface based on the estimation.

In this chapter two design approaches are proposed for uncertain linear systems using first order

optimal sliding mode controller. In the first design approach, a first order optimal adaptive sliding

mode controller (OASMC) is proposed for the uncertain linear system affected by the matched un-

13



2. Optimal first order sliding mode controller for linear uncertain systems

certainty whose upper bound is unknown. The optimal controller is designed for the nominal linear

system by using the LQR technique. Then an integral sliding mode controller is combined with the

optimal controller. As the upper bound of the matched uncertainty is not known, an adaptive law

is used to estimate the upper bound of the uncertainty which is needed for designing the switching

control. In the second method a first order optimal sliding mode controller (OSMC) is proposed for

linear systems affected by the mismatched uncertainty. The optimal controller is designed by using

the well established linear quadratic regulator (LQR) technique for the nominal linear system. Then

a disturbance observer is used to estimate the mismatched uncertainty and based on the estimation,

an integral sliding surface based sliding mode controller is integrated with the optimal controller.

The outline of this chapter is as follows. In Section 2.2 a first order optimal adaptive sliding mode

controller (OASMC) is developed for the linear system affected by the matched uncertainty whose

upper bound is unknown. The proposed OASMC is applied for stabilization and tracking problems.

Simulation results confirm satisfactory performance of the proposed controller. In Section 2.3 a first

order optimal sliding mode controller is proposed for the linear system affected by the mismatched

uncertainty. The designing procedure of the optimal controller using the LQR technique and the

sliding surface design based on the disturbance observer method are elaborated here. The proposed

controller is applied for stabilization problem. Simulation results validate the effectiveness of the

proposed controller.

2.2 First order optimal adaptive sliding mode controller for the lin-
ear uncertain system

In this section a first order optimal adaptive sliding mode controller (OASMC) is proposed for the

linear system affected by the matched uncertainty whose upper bound is unknown. LQR technique

is used to design the optimal controller for the nominal linear system and an integral sliding mode

controller is combined with the optimal controller to impart robustness. An adaptive tuning law is used

here to design the sliding mode controller. The proposed OASMC is designed for both stabilization

and tracking problems.

I. Stabilization problem

In stabilization, the system states are forced to converge to the equilibrium state. The proposed

OASMC is designed to bring the system states to the equilibrium state using minimum control effort.

14



2.2 First order optimal adaptive sliding mode controller for the linear uncertain system

The design process is discussed in the following sections.

A. Problem statement

A linear uncertain system is defined as

ẋi(t) = xi+1(t), i = 1, 2, · · · , n− 1

ẋn(t) = a1x1(t) + a2x2(t) + · · · + anxn(t) + b1u(t) + ∆ax(t) + ∆b1u(t) + ω1(t)

y(t) = x1(t) (2.1)

where x(t) =




x1(t)

x2(t)

...

xn(t)




is the state vector, a1, a2, · · · , an, b1 are known integers and the pertur-

bation in system is defined as ∆a = [∆a1 ∆a2 · · · ∆an] and ∆b1. The disturbance of the system

is defined as ω1(t). Uncertain part of the system is bounded and satisfies the matched condition but

the bound of the uncertainty is unknown. The output of the system is denoted by y(t).

The linear uncertain system (2.1) can be written as

ẋ(t) = Ax(t) +Bu(t) + ∆Ax(t) + ∆Bu(t) + ω(t)

y(t) = x1(t) (2.2)

where A =




0 1 0 0

...
...

...

0 0
. . . 1

a1 a2 · · · an




and B =




0

0

...

b1




.

Uncertainties affecting the system are defined as

∆A =




0 0 · · · 0

...
...

...

0 0
. . . 0

∆a1 ∆a2 · · · ∆an




, ∆B =




0

0

∆b1




, ω(t) =




0

0

ω1(t)



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2. Optimal first order sliding mode controller for linear uncertain systems

.

The objective is to design an optimal sliding mode controller for the above uncertain system to

achieve stabilization and tracking at the expense of minimum control input. An adaptive tuning law

is used to design a sliding mode controller with unknown upper bound of the matched uncertainty.

B. Optimal controller design

Optimal sliding mode control design is divided into two parts. In the first part optimal control

for the nominal system is designed and in the second part the sliding surface as well as the switching

control are designed. Hence the control input u(t) in equation (2.2) is obtained as u(t) = u1(t) +u2(t)

where u1(t) is the optimal control applied to the nominal system and u2(t) is the sliding mode control

to tackle uncertainties.

The optimal control law for the nominal system is designed by using conventional linear quadratic

regulator (LQR) technique as discussed below.

Neglecting the uncertainties, the state equation of system (2.2) becomes

ẋ(t) = Ax(t) +Bu1(t) (2.3)

The performance index to be minimized for the optimal control is defined as

J =

∫ ∞

0
(x(t)TQx(t) + u1(t)

TRu1(t)) dt (2.4)

where Q ∈ Rn×n and R ∈ R are positive definite weighing matrices. The optimal control law u1(t) is

given by

u1(t) = −R−1BTPx(t) = −Kx(t) (2.5)

where K = R−1BTP and P is a symmetric, positive definite matrix which is the solution of the

algebraic Riccati equation

ATP + PA+Q− PBR−1BTP = 0 (2.6)

C. Adaptive sliding mode controller design

After designing the optimal controller, the uncertain system (2.2) can be defined as

ẋ(t) = Ax(t) −BKx(t) +Bu2(t) + ∆Ax(t) + ∆Bu(t) + ω(t) (2.7)

To combine the optimal controller with a sliding mode controller (SMC), an integral sliding surface

16



2.2 First order optimal adaptive sliding mode controller for the linear uncertain system

s(t) is designed as

s(t) = Cx(t) − Cx(0) −
∫ t

0
C[Ax(τ) −BKx(τ)]dτ = 0 (2.8)

where C ∈ R1×n, x(0) is the initial state and CB is considered as nonsingular. Here the upper bound

of the system uncertainty is unknown. So, the controller gain is designed using the adaptive law

proposed by Plestan et al. [95]. The adaptation law by Plestan et al. [95] guarantees a real sliding

mode. The gain Ψ(t) is found by using the following tuning law [95],

Ψ̇(t) =





Ξ|s(t)|sign(|s(t)| − ǫ), if Ψ(t) > ν;

ν, if Ψ(t) ≤ ν.
(2.9)

where Ξ > 0, ǫ > 0 and ν > 0 are very small with Ψ(0) > 0. Parameter ν is introduced to get only

positive values for Ψ.

Hence, the control law u2(t) is designed as

u2(t) = −(CB)−1Ψ(t)sign(s(t)) (2.10)

The gain Ψ(t) has an upper bound meaning that there exists a positive constant Ψ̂ so that Ψ(t) ≤

Ψ̂, ∀t > 0.

Stability analysis of the sliding surface

Let us consider the Lyapunov function V1(t) as

V1(t) =
1

2
s(t)2 +

1

2Υ
(Ψ(t) − Ψ̂)2 where Υ > 0

V̇1(t) = s(t)ṡ(t) +
1

Υ
(Ψ(t) − Ψ̂)Ψ̇(t)

= s(t)[CBu2(t) + C(∆Ax(t) + ∆Bu(t) + ω(t))] +
1

Υ
(Ψ(t) − Ψ̂)Ξ|s(t)|sign(|s(t)| − ǫ)

= s(t)(−Ψ(t)sign(s(t)) + ζ(x(t), u(t), ω(t))) +
1

Υ
(Ψ(t) − Ψ̂)Ξ|s(t)|sign(|s(t)| − ǫ)

(2.11)
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2. Optimal first order sliding mode controller for linear uncertain systems

where ζ(x(t), u(t), ω(t)) = C(∆Ax(t) + ∆Bu(t) + ω(t))

V̇1(t) ≤ −Ψ(t)|s(t)| + ζ(x(t), u(t), ω(t))|s(t)| +
1

Υ
(Ψ(t) − Ψ̂)Ξ|s(t)|sign(|s(t)| − ǫ)

≤ −Ψ(t)|s(t)| + ζ(x(t), u(t), ω(t))|s(t)| + Ψ̂|s(t)| − Ψ̂|s(t)|

+
1

Υ
(Ψ(t) − Ψ̂)Ξ|s(t)|sign(|s(t)| − ǫ)

≤ (ζ(x(t), u(t), ω(t)) − Ψ̂)|s(t)| + (Ψ(t) − Ψ̂)(−|s(t)| +
1

Υ
Ξ|s(t)|sign(|s(t)| − ǫ))

≤ (ζ(x(t), u(t), ω(t)) − Ψ̂)|s(t)| + (Ψ(t) − Ψ̂)(−|s(t)| +
1

Υ
Ξ|s(t)|sign(|st)| − ǫ))

+βΨ|Ψ(t) − Ψ̂| − βΨ|Ψ(t) − Ψ̂|

where βΨ > 0

V̇1(t) ≤ −(−ζ(x(t), u(t), ω(t)) + Ψ̂)|s(t)| − βΨ|Ψ(t) − Ψ̂| − |Ψ − Ψ̂|(−|s(t)|

+
1

Υ
Ξ|s(t)|sign(|s(t)| − ǫ) − βΨ)

≤ −βs|s(t)| − βΨ|Ψ(t) − Ψ̂| − Γ (2.12)

where

βs = (−ζ(x(t), u(t), ω(t)) + Ψ̂) > 0 (2.13)

and

Γ = |Ψ(t) − Ψ̂|(−|s(t)| +
1

Υ
Ξ|s(t)|sign(|s(t)| − ǫ) − βΨ) (2.14)

Suppose s(t) 6= 0. From the dynamics of Ψ(t) and for bounded uncertainty ζ(x(t), u(t), ω(t)), it

follows that Ψ(t) is increasing and there exists a time t∗ such that

Ψ̂ = Ψ(t∗) > ζ(x(t∗), u(t∗), ω(t∗)) (2.15)

The proof is discussed in [95].
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2.2 First order optimal adaptive sliding mode controller for the linear uncertain system

Hence,

V̇1(t) ≤ −βs
√

2
|s(t)|√

2
− βΨ

√
2Υ

|Ψ(t) − Ψ̂|√
2Υ

− Γ

≤ −min{βs
√

2, βΨ
√

2Υ}(
|s(t)|√

2
+

|Ψ(t) − Ψ̂|√
2Υ

) − Γ

≤ −β̂V
1
2
1 − Γ

where β̂ =
√

2 min{βs, βΨ
√

Υ}

Case 1. Suppose |s(t)| > ǫ. Then from (2.14), it is found that Γ is positive if

−|s(t)| +
1

Υ
Ξ|s(t)| − βΨ > 0

or,

Υ <
Ξ|s(t)|

|s(t)| + βΨ
(2.16)

It is always possible to choose Υ such that the inequality condition (2.16) is satisfied. Hence, it can

be written that

V̇1 ≤ −β̂V
1
2
1 − Γ

≤ −β̂V
1
2
1

Therefore, finite time convergence of s(t) to a domain |s(t)| ≤ ǫ is guaranteed.

Case 2. Suppose |s(t)| < ǫ. So, Γ can be negative. It signifies that V̇1(t) would be sign indefinite

and it is impossible to conclude about the stability. Therefore, |s(t)| can increase over ǫ. As soon as

|s(t)| becomes greater than ǫ, V̇1(t) ≤ −β̂V
1
2
1 and V1(t) starts decreasing.

II. Tracking problem

In a tracking problem, the system response is made to follow certain desired trajectory. The ap-

proach here is to convert the system dynamic model into an error dynamic model in error coordinates.

Then the controller is designed in the error domain with an aim to converge the error to zero. Thus

the tracking control problem is easily converted to a regulatory control problem. Here an optimal

adaptive sliding mode controller (OASMC) is designed to track the desired system trajectory at the

expense of minimum control effort. The output y(t) = x1(t) is made to follow the desired trajectory
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2. Optimal first order sliding mode controller for linear uncertain systems

xd1(t). The tracking error e(t) can be defined as

e(t) =




e1(t)

e2(t)

...

en(t)




=




x1(t)

x2(t)

...

xn(t)




−




xd1(t)

x
(1)
d1 (t)

...

x
(n−1)
d1 (t)




(2.17)

where x
(1)
d1 (t), x

(2)
d1 (t), · · · x(n−1)

d1 (t) are the first and successive time derivatives of xd1(t). Hence,

system (2.2) can be expressed in the error domain as follows,

ė(t) =




ė1(t)

ė2(t)

...

ėn(t)




=




ẋ1(t)

ẋ2(t)

...

ẋn(t)




−




x
(1)
d1 (t)

x
(2)
d1 (t)

...

x
(n)
d1 (t)




=




x2(t)

x3(t)

...

a1x1(t) + a2x2(t) · · · + anxn(t) + b1u(t)




−




x
(1)
d1 (t)

x
(2)
d1 (t)

...

x
(n)
d1 (t)




+




0 0 · · · 0

...
...

...

0 0
. . . 0

∆a1 ∆a2 · · · ∆an




x(t) +




0

0

∆b1



u(t) +




0

0

ω1(t)




=




x2(t)

x3(t)

...

a1x1(t) + a2x2(t) · · · + anxn(t)




−




x
(1)
d1 (t)

x
(2)
d1 (t)

...

a1xd1(t) + a2x
(1)
d1 (t) + · · · + anx

(n−1)
d1 (t)




+




0

0

...

a1xd1(t) + a2x
(1)
d1 (t) + · · · + anx

(n−1)
d1 (t)




−




0

0

...

x
(n)
d1 (t)




+




0

0

...

b1




u(t)

+




0 0 · · · 0

...
...

...

0 0
. . . 0

∆a1 ∆a2 · · · ∆an




x(t) +




0

0

∆b1



u(t) +




0

0

ω1(t)



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=




e2(t)

e3(t)

...

a1e1(t) + a2e2(t) · · · + anen(t)




+




0

0

...

a1xd1(t) + a2x
(1)
d1 (t) + · · · + anx

(n−1)
d1 (t) − x

(n)
d1 (t)




+




0

0

...

b1




u(t)

+




0 0 · · · 0

...
...

...

0 0
. . . 0

∆a1 ∆a2 · · · ∆an




x(t) +




0

0

∆b1



u(t) +




0

0

ω1(t)




=




0 1 0 0

...
. . .

. . .
...

0 · · · 0 1

a1 · · · an−1 an







e1(t)

e2(t)

...

en(t)




+




0

0

...

b1




u(t) +




0

0

...

a1xd1(t) + a2x
(1)
d1 (t) · · · + anx

(n−1)
d1 (t) − x

(n)
d1 (t)




+




0 0 · · · 0

...
...

...

0 0
. . . 0

∆a1 ∆a2 · · · ∆an




x(t) +




0

0

∆b1



u(t) +




0

0

ω1(t)




= Ae(t) +Bu(t) + Ã(t) + ∆Ax(t) + ∆Bu(t) + ω(t) (2.18)

Here Ã(t) =




0

0

...

a1xd1(t) + a2x
(1)
d1 (t) + · · · + anx

(n−1)
d1 (t) − x

(n)
d1 (t)




is a known matrix and it satisfies

the matching condition. So, it will be taken care while designing the sliding mode controller by

combining with the uncertainty.

The control input u(t) in (2.18) is obtained as u(t) = u1(t) + u2(t) where u1(t) is the optimal

control applied to the nominal system and u2(t) is the sliding mode control to tackle uncertainties.

The optimal control law u1(t) is designed by using the LQR technique for the nominal system.

Hence, neglecting the uncertainties, (2.18) takes the form

ė(t) = Ae(t) +Bu1(t) (2.19)
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2. Optimal first order sliding mode controller for linear uncertain systems

The performance index to be minimized for the optimal control is defined as

J =

∫ ∞

0
(e(t)TQe(t) + u1(t)TRu1(t))dt (2.20)

where Q ∈ Rn×n and R ∈ R are positive definite weighing matrices.

The optimal control law u1(t) is given by

u1(t) = −R−1BTPe(t) = −Ke(t) (2.21)

where K = R−1BTP and P is a symmetric positive definite matrix which is the solution of the

algebraic Riccati equation

ATP + PA+Q− PBR−1BTP = 0 (2.22)

Now for the uncertain system (2.18), an integral sliding surface is designed as

s(t) = Ce(t) − Ce(0) −
∫ t

0
C[Ae(τ) +Bu1(τ)]dτ = 0 (2.23)

where C ∈ R1×n and CB is nonsingular. The sliding mode control u2(t) is designed as

u2(t) = −(CB)−1Ψ(t)sign(s(t)) (2.24)

where Ψ(t) is adaptively tuned controller gain [95]. The tuning law used for stabilization and discussed

in the previous section is also applied for the tracking problem.

III. Simulation Results

Let us consider the following mathematical model of a mass-spring-damper system,

ẋ(t) =




0 1

−5 −0.5


x(t) +




0

1


u(t) +




0

0.5 sin t




y(t) = x1(t) (2.25)

Here, state vector x(t) = [x1(t) x2(t)]
T where x1(t) is the position of the mass and x2(t) is the

velocity of the mass. The control input u(t) is the force applied to the system. System matrix

A =




0 1

−5 −0.5


, input matrix B =




0

1


 and the uncertain part of the system is defined as

ζ(x(t), u(t), ω(t)) =




0

0.5 sin t


. The initial condition is x(0) = [1 2]T
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2.2 First order optimal adaptive sliding mode controller for the linear uncertain system

The proposed first order optimal adaptive sliding mode controller (OASMC) is now used for sta-

bilization of the above linear uncertain system (2.25).

For the stabilization problem, the weighing matrices Q and R in (2.4) are chosen as follows,

Q =




1 0 0

0 1 0

0 0 1




, R = 1.

The state feedback gain matrix K in (2.5) for the given system is found as

K =

[
0.0990 0.7033

]
.

In the first order OASMC (2.8), the value of C is chosen as [2 1]. Parameters in the gain adaptation

law (2.9) are chosen as Ψ(0) = 0.9, Ξ = 0.5, ǫ = 0.8, ν = .08.

The performance of the proposed OASMC is compared with that of a conventional SMC. The

conventional sliding surface θ(t) = 0 is designed as

θ(t) = Cx(t) = [2 1]x(t) = 0 (2.26)

and the sliding mode control law u(t) is chosen as

u(t) =





−(CB)−1CAx(t), θ(t) = 0 ;

−(CB)−1sign(θ(t)), θ(t) 6= 0.
(2.27)

The performance of the proposed OASMC is also compared with that of the integral SMC proposed

by Laghrouche et al. [1] which is described in Appendix A.1. The states x1 and x2 obtained by using

the proposed OASMC, the conventional SMC and the integral SMC proposed by Laghrouche et al. [1]

are shown in Figure 2.1. The control inputs obtained by using these three controllers are shown in

Figure 2.2. It is observed in these plots that although the convergence time taken by the states to

reach the origin is almost the same for all the controllers, the proposed OASMC spends lesser control

input compared to the other two controllers.

Now the output tracking problem for the same system (2.25) is considered. The desired output

for tracking is chosen as xd1(t) = 0.5 sin(
√

5t). The system can be defined in the error domain as
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Figure 2.1: States obtained by applying the proposed OASMC, conventional SMC and integral SMC proposed
by Laghrouche et al. [1] to stabilize the linear uncertain system
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Figure 2.2: Control input obtained by applying the proposed OASMC, conventional SMC and integral SMC
proposed by Laghrouche et al. [1] to stabilize the linear uncertain system

ė(t) =




0 1

−5 −0.5


 e(t) +




0

1


u(t) +




0

0.5 sin t


+




0

−5xd1(t) − 0.5x
(1)
d1 (t) − x

(2)
d1 (t)




(2.28)
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2.2 First order optimal adaptive sliding mode controller for the linear uncertain system

where Ã(t) =




0

−5xd1(t) − 0.5x
(1)
d1 (t) − x

(2)
d1 (t)




For the proposed OASMC, weighing matrices Q and R in (2.20) are chosen as follows:

Q =




1 0 0

0 1 0

0 0 1




, R = 1.

The state feedback gain matrix K in (2.21) for the above controller is found as

K =

[
0.0990 0.7033

]
.

In the first order OASMC (2.23), the value of C is chosen as [2 1] and parameters in the gain

adaptation law (2.9) are chosen as Ψ(0) = 1.25, Ξ = 0.5, ǫ = 0.8, ν = .08.

The proposed OASMC is compared with the conventional SMC whose sliding surface θ(t) = 0 is

designed as

θ(t) = Ce(t) = [2 1]e(t) = 0 (2.29)

and the sliding mode control law is chosen as

u(t) =





−(CB)−1(CAe(t) + CÃ(t)), θ(t) = 0 ;

−(CB)−1sign(θ(t)), θ 6= 0.
(2.30)

The performance of the proposed OASMC is next compared with that of the integral SMC proposed

by Laghrouche et al. [1] discussed in Appendix A.1. Figure 2.3 shows the state x1 obtained by using the

proposed OASMC, the conventional SMC and the integral SMC proposed by Laghrouche et al. [1] for

the tracking problem. The control inputs obtained by using these controllers are shown in Figure 2.4.

From these figures it is evident that the proposed OASMC uses lesser control input compared to

the other two controllers while offering similar convergence speed of the state. Tables 2.1 and 2.2

compare the control energies by computing the second norm of the control input till 20 sec for both

the stabilization and tracking problem applications. It is clear from Tables 2.1 - 2.2 that the proposed

OASMC is able to reduce the control effort for comparable performance standard.
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Figure 2.3: State x1(t) obtained by applying the proposed OASMC, conventional SMC and integral SMC
proposed by Laghrouche et al. [1] for tracking the linear uncertain system
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Figure 2.4: Control input obtained by applying the proposed OASMC, conventional SMC and integral SMC
proposed by Laghrouche et al. [1] for tracking the linear uncertain system
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2.3 Disturbance observer based first order optimal sliding mode controller

Table 2.1: Comparison of control energy of conventional SMC, integral SMC proposed by Laghrouche et al. [1]
and the proposed OASMC for the stabilization problem

Method Control Energy

Conventional SMC 41.81

Integral SMC proposed by Laghrouche et al. [1] 22.59

Proposed OASMC 10.41

Table 2.2: Comparison of control energy of conventional SMC, integral SMC proposed by Laghrouche et al. [1]
and the proposed OASMC for the tracking problem

Method Control Energy

Conventional SMC 33.60

Integral SMC proposed by Laghrouche et al. [1] 25.56

Proposed OASMC 14.02

2.3 Disturbance observer based first order optimal sliding mode
controller

A first order optimal sliding mode controller is proposed for the linear system affected by mis-

matched uncertainty. The optimal controller is designed for the nominal nonlinear system using the

LQR technique as discussed in the previous section. As the sliding mode controller (SMC) cannot

tackle the mismatched uncertainty, it is estimated by using a disturbance observer. A first order

sliding mode methodology is proposed based on an integral sliding surface.

I. Problem statement

A nonlinear system with mismatched uncertainty is considered as given below:

ẋ(t) = Ax(t) +Bu(t) + gd(t) (2.31)

where x(t) ∈ Rn is the state vector and u(t) ∈ R is the control input. Further A,B are the system ma-

trix and input distribution matrix respectively. Moreover, d(t) represents the mismatched uncertainty

affecting the system as matrix g is not in the range space of B.

Assumption: The disturbance d(t) is unknown but bounded and ḋ(t) = 0.

The objective is to design a sliding mode controller for the system (2.31) affected by the mismatched

uncertainty with minimum expense of control input. The control input u(t) is divided into two

parts. At first, the optimal controller u1(t) is designed for the nominal part of the system using LQR
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2. Optimal first order sliding mode controller for linear uncertain systems

technique. In the second part, the disturbance observer based sliding mode controller u2(t) is designed

to tackle the mismatched uncertainty.

II. Optimal controller design

Neglecting the uncertainty, (2.31) takes the form

ẋ(t) = Ax(t) +Bu1(t) (2.32)

The performance index to be minimized for the optimal control is defined as

J =

∫ ∞

0
(x(t)TQx(t) + u1(t)

TRu1(t)) dt (2.33)

where Q ∈ Rn×n and R ∈ R are positive definite weighing matrices.

The optimal control law u1(t) is constructed as

u1(t) = −R−1BTPx(t) = −Kx(t) (2.34)

where K = R−1BTP and P is a symmetric, positive definite matrix which is the solution of the

algebraic Riccati equation [100]

ATP + PA+Q− PBR−1BTP = 0 (2.35)

III. Sliding mode controller based on disturbance observer

An integral sliding mode controller (ISMC) is combined with the optimal controller designed above

to impart robustness. However, a conventional ISMC cannot tackle the mismatched uncertainty. So,

an integral sliding surface is designed based on disturbance estimation by using a nonlinear disturbance

observer (DOB) [11] defined as follows:

ṗ(t) = −ρgp(t) − ρ[gρx(t) +Ax(t) +Bu(t)]

d̂(t) = p(t) + ρx(t) (2.36)

where d̂(t) denotes the estimation of the disturbance d(t). Further, p(t), ρ represent the internal state

of the nonlinear disturbance observer and the observer gain respectively. Here ρ is chosen such that

ρg becomes positive definite. It implies that
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2.3 Disturbance observer based first order optimal sliding mode controller

ėd(t) + ρged(t) = 0 (2.37)

is asymptotically stable, where ed(t) = d̂(t) − d(t).

or,

lim
t→∞

ed(t) = 0 (2.38)

The integral sliding surface s(t) = 0 is chosen as follows:

s(t) = C[x(t) − x(0) −
∫ t

0
Φ̇(τ)dτ + gd̂(t)] = 0 (2.39)

where C is a design parameter which is so chosen such that CB is invertible and x(0) is the initial

state vector. Moreover, Φ̇(t) is defined as

Φ̇(t) = Ax(t) +Bu1(t) (2.40)

The sliding mode control is obtained as

u2(t) = −(CB)−1(ηsign(s(t)) + Cgd̂(t)) (2.41)

where η ≥ 0.

Stability analysis of the sliding surface

The Lyapunov function is defined as

V1(t) =
1

2
s2(t)

V̇1(t) = s(t)ṡ(t)

= s(t)(CAx(t) +CBu1(t) + CBu2(t) + Cgd(t)

−CAx(t) − CBu1(t) + Cg
˙̂
d(t))

= s(t)(CBu2(t) + Cgd(t) + Cg
˙̂
d(t))

= s(t)(−ηsign(s(t)) − Cgd̂(t) +Cgd(t) +Cg
˙̂
d(t))

= s(t)(−ηsign(s(t)) + Cg
˙̂
d(t) −Cg(d̂(t) − d(t)))

≤ −η|s(t)| + Cg
˙̂
d(t)|s(t)| − Cg(d̂(t) − d(t))|s(t)|

≤ −η|s(t)| + Cg
˙̂
d(t)|s(t)| − Cged(t)|s(t)| (2.42)
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2. Optimal first order sliding mode controller for linear uncertain systems

Now form (2.36), it can be found that
˙̂
d(t) = −ρged(t).

Hence, the above equation can be written as

V̇1(t) ≤ −η|s(t)| − Cgρged(t)|s(t)| − Cged(t)|s(t)|

≤ −η|s(t)| − |Cged(t)||s(t)|(ρg + 1) (2.43)

The designed parameter ρ is chosen such a way that ρg > 0 then η|s(t)|+ |Cged(t)||s(t)|(ρg+ 1) =

χ > 0 . Hence,

V̇1(t) ≤ −χ|s(t)|

V̇1(t) ≤ −χ|
√

2V1(t)| as V1(t) =
1

2
s2(t) (2.44)

Therefore, finite time stability [101] of the sliding surface is guaranteed.

IV. Simulation Results

Stabilization problem of a linear system affected by the mismatched uncertainty is considered as

given below:

ẋ1(t) = x2(t) + d(t)

ẋ2(t) = x3(t)

ẋ3(t) = u(t) (2.45)

where mismatched disturbance d(t) = 0.6 is applied after 6 sec and initial state x(0) = [1 0 − 1]T .

To minimize the control input, performance index is chosen as

J =

∫ ∞

0



xT (t)




1 0 0

0 1 0

0 0 1



x(t) + u21(t)



dt (2.46)

Using the LQR technique, the feedback control u1(t) is found as

u1(t) =

[
3.1623 6.3333 4.7609

]
x(t) (2.47)
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2.3 Disturbance observer based first order optimal sliding mode controller

Design parameters of the proposed disturbance observer based first order optimal sliding mode

controller are chosen as follows:

C = [2 3 1], ρ = [15 0 0] and η = 0.6.

The performance of the proposed disturbance observer based OSMC is compared with that of a

disturbance observer based conventional SMC. The conventional sliding surface θ(t) = 0 is designed

as

θ(t) = C(x(t) + gd(t)) = [2 3 1](x(t) + [1 0 0]T d(t)) = 0 (2.48)

and the sliding mode control law u(t) is chosen as

u(t) = −(CB)−1[CAx(t) + 0.6sign(θ(t)) + g
˙̂
d(t)] (2.49)

Disturbance observer for the conventional SMC is designed similarly as designed for the proposed

disturbance observer based OSMC.

The states obtained by using the proposed disturbance observer based OSMC and the disturbance

observer based SMC are shown in Figure 2.5. The control inputs obtained by using these controllers

are shown in Figure 2.6. It is observed in these plots that although the convergence time taken by

the states to reach the origin is almost the same for both the controllers, the proposed disturbance

observer based OSMC spends lesser control input compared to the disturbance observer based SMC.

However, it is observed that in the case of the proposed OSMC, the steady-state errors for x1(t) and

x2(t) are little higher that those of the conventional SMC.
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Figure 2.5: States obtained by applying the proposed disturbance observer based OSMC and disturbance
observer based SMC

Table 2.3 compares the control indices of both the proposed OSMC and SMC in terms of total

variation (TV) and control energy.
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(b) Disturbance observer based SMC

Figure 2.6: Control input obtained by applying the proposed disturbance observer based OSMC and distur-
bance observer based SMC

Table 2.3: Comparison of control indices of the proposed disturbance observer based OSMC and disturbance
observer based SMC

Method Total Variation (TV) Control Energy

Disturbance observer based SMC 30.51 8.69

Proposed disturbance observer based OSMC 29.73 8.21

2.4 Summary

In this chapter, initially a first order optimal adaptive sliding mode controller (OASMC) is designed

for the linear system affected by matched uncertainty with unknown upper bound. Next, a disturbance

observer based first order optimal sliding mode controller is proposed for the linear system affected by

the mismatched uncertainty. In both these cases, the optimal controller is designed by using the LQR

technique for the nominal linear system and then an integral sliding mode controller is combined. An

adaptive gain tuning method is used to tackle the unknown upper bound of the matched uncertainty

for designing the OASMC. The proposed OASMC is applied for stabilization and trajectory tracking

problems. Compared to conventional SMCs and the integral SMC proposed by Laghrouche et al. [1],

the proposed OASMC spends lower control energy while maintaining similar performance standard.

In the second part of the work, a disturbance observer is used to estimate the mismatched uncertainty

and based on the estimation, the integral sliding mode controller is designed. The proposed controller

is applied for the stabilization problem and its performance is compared with a disturbance observer

based conventional sliding mode controller. From simulation results it is observed that the proposed

optimal SMC requires lesser control effort while offering almost similar performance as that of the

conventional SMC.
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3. Optimal second order sliding mode controller (OSOSMC) for linear uncertain systems

3.1 Introduction

In order to minimize the control effort required to control linear uncertain systems, optimal slid-

ing mode control (OSMC) technique [49–53] has evolved. In OSMC, the optimal control method is

integrated with a first order sliding mode controller (SMC) by designing an integral sliding surface.

However, the main drawback of the OSMC is the high frequency chattering which is inherent in the

sliding mode. Chattering occurs in the SMC due to the sign function in the switching control. To re-

duce it, boundary layer method [10,63,64] has been used where the discontinuous function is replaced

by a continuous approximation of the sign function. Drawback of this technique is that the robustness

of the sliding mode controller has to be partially compromised. A more effective method to reduce chat-

tering in the control input has been to use higher order sliding mode controllers (HOSMC) [1,3,65,66].

HOSMC comprises all the advantages of the conventional SMC while at the same time it mitigates

chattering. Among HOSMC methods, second order sliding mode controller (SOSMC) [74–76] is widely

used because of its low information demand.

In this chapter, an optimal second order sliding mode controller (OSOSMC) is proposed for con-

trolling linear systems affected by matched uncertainties. An optimal controller [102] is designed for

the nominal part of the system by using the well established linear quadratic regulator (LQR) [12]

technique. To tackle the uncertainty, a second order sliding mode controller (SOSMC) is integrated

with the optimal controller by designing an integral sliding surface. The SOSMC strategy is developed

by designing a terminal sliding surface [77, 79] based on an integral sliding variable. The proposed

SOSMC mitigates chattering in the control input and also converges the sliding variables in finite

time. Apart from stabilization, the proposed OSOSMC is also applied for tracking problem where the

system is converted into the error domain. The OSOSMC is designed to converge the error to zero

using minimum control effort. The optimal sliding mode controller designed for the single input single

output (SISO) system is also extended for the decoupled multi input multi output (MIMO) system. To

demonstrate the effectiveness of the proposed controller, it is compared with other existing controllers

designed for similar purpose.

The outline of this chapter is as follows. In Section 3.2, the design procedure of the optimal

second order sliding mode controller (OSOSMC) for stabilizing a single input single output (SISO)

linear uncertain system is explained. Output tracking of linear uncertain systems using the proposed

OSOSMC is discussed in Section 3.3. In Section 3.4, an OSOSMC is designed to stabilize a linear
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3.2 Stabilization of linear uncertain single input single output (SISO) system

uncertain MIMO system. A brief summary of the chapter is given in Section 3.5.

3.2 Stabilization of linear uncertain single input single output (SISO)

system

Stability is the main concern while designing a controller for an uncertain system. However, very

high control input increases the cost of the control system. Moreover, actuator saturation due to the

high control gain leads the system towards instability. Hence, minimization of the control input is

also a major demand for designing the control law. For achieving control input minimization while

ensuring stability of a linear uncertain system, an optimal controller is integrated with a second order

sliding mode controller (SOSMC). The design procedure of the proposed OSOSMC is discussed in the

following section.

I. Problem statement

Let us consider a linear uncertain system described as follows:

ẋ(t) = (A+ ∆A(t))x(t) + (B + ∆B(t))u(t) + ζ(t)

y(t) = Cx(t) (3.1)

where x(t) ∈ Rn is the measurable state vector, u(t) ∈ R is the control input, ∆A(t), ∆B(t) are

parametric uncertainties and ζ(t) is the exogenous disturbance affecting the system. Further, y(t) is

the detectable state vector and A, B, C are known real constant matrices with appropriate dimensions.

Assumptions: The following are the assumptions made:

• A, B pair is controllable.

• All the states are observable.

• System uncertainties ∆A(t), ∆B(t) and disturbance ζ(t) are unknown but bounded and their

time derivatives exist. These uncertainties and disturbance satisfy the matching condition. So, it can

be written that

∆A(t)x(t) + ∆B(t)u(t) + ζ(t) = Bd(t) (3.2)

where d(t) denotes the uncertain part of the system (3.1).
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3. Optimal second order sliding mode controller (OSOSMC) for linear uncertain systems

So, system (3.1) can be written as

ẋ(t) = Ax(t) +B(u(t) + d(t))

y(t) = Cx(t) (3.3)

The objective of the proposed control method is to design a robust optimal controller for the linear

uncertain system (3.3). The specific aim is to realize stabilization for the linear uncertain system (3.3)

at the expense of minimum control input. To achieve this goal, an optimal controller is combined with

the sliding mode control (SMC). The control input u(t) is obtained as

u(t) = u1(t) + u2(t) (3.4)

where u1(t) is the equivalent control required to bring system (3.3) onto the sliding surface. The

equivalent control is designed for the nominal part of the system using optimal control strategy.

Further, u2(t) is the switching control which keeps the linear uncertain system (3.3) onto the sliding

surface and leads the system states towards the equilibrium.

II. Optimal controller design

At first the optimal control u1(t) is designed for (3.3) considering nominal condition. Hence,

neglecting the uncertain part, (3.3) becomes

ẋ(t) = Ax(t) +Bu1(t) (3.5)

The performance index J is defined as

J =

∫ ∞

0

[
xT (t)Qx(t) + uT1 (t)Ru1(t)

]
dt (3.6)

where Q ∈ Rn×n and R ∈ R are a positive definite weighing matrix. The optimal control law

u1(t) is obtained as

u1(t) = −R−1BTPx(t) = −Kx(t) (3.7)

where K = R−1BTP and P is a symmetric, positive definite matrix which is the solution of the

algebraic Riccati equation [100]
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3.2 Stabilization of linear uncertain single input single output (SISO) system

ATP + PA+Q− PBR−1BTP = 0 (3.8)

The nominal system (3.5) is stabilized by the optimal control u1(t) which is obtained by minimizing

the performance index (3.6).

Remark 1: In (3.6), weighing matrices Q and R need to be chosen suitably to find the optimal

control law ensuring the stability of the system.

Remark 2: To design an optimal control law, full knowledge of the system is considered as nec-

essary requirement. If the system is affected by uncertainties and disturbances, the optimal controller

loses its effectiveness. An effective method to tackle uncertainties is to integrate the optimal controller

with the sliding mode control (SMC) to ensure robustness.

III. Sliding mode controller design

In order to stabilize the linear uncertain system (3.3) with minimum control effort, the optimal

controller is integrated with the SMC. The integration of the optimal controller with the SMC is

realized by designing an integral sliding surface. The optimal control strategy described in the earlier

section can be easily incorporated into an integral sliding surface based SMC [103] as explained below.

Conventionally, integral sliding variable s(t) [57] is defined as

s(t) = G

[
x(t) − x0 −

∫ t

0
ϕ̇(τ)dτ

]
(3.9)

where G is a design parameter chosen in such a way that GB is invertible, x0 is the initial condition

and

ϕ̇(t) = Ax(t) +Bu1(t) (3.10)

Hence,

ṡ(t) = G [ẋ(t) − ϕ̇(t)] (3.11)

Then by using (3.3) and (3.10), (3.11) can be written as

ṡ(t) = G [Ax(t) +B(u1(t) + u2(t)) +Bd(t) −Ax(t) −Bu1(t)]

= G [Bu2(t) +Bd(t)] (3.12)
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3. Optimal second order sliding mode controller (OSOSMC) for linear uncertain systems

As the reaching phase is eliminated in the conventional integral sliding mode control (ISMC) [103],

the system is onto the sliding manifold from the very beginning. In the ISMC, the switching control

is designed based on η−reachability condition defined as

ṡ(t) < −ρsgn(s(t)) (3.13)

where ρ > 0 and

sgn(s(t)) =





1, s(t) > 0

−1, s(t) < 0

0, s(t) = 0

(3.14)

So, from (3.12) and (3.13) it is found that

u2(t) < −(GB)−1 [ρsgn(s(t)) +GBd(t)] (3.15)

From (3.15) it is clear that the switching control u2(t) of conventional ISMC is influenced by the

sign function of the sliding variable. Due to the sign function, chattering is prevalent in the control

input u2(t). The chattering in control input degrades the performance of the sliding mode controller.

To reduce this chattering phenomenon, second order methodology is proposed here. The proposed

second order sliding mode controller is designed in two steps. In the first part, an integral sliding

variable s(t) is proposed as follows,

s(t) = G

[
x(t) −

∫ t

0
ϕ̇(τ)dτ

]
(3.16)

with

ṡ(t) = G [Bu2(t) +Bd(t)] (3.17)

In the proposed integral sliding variable (3.16), initial condition x0 is eliminated as the design

procedure does not require information about initial states. Unlike the conventional ISMC, in the

proposed ISMC, the system is not onto the sliding surface from the very beginning. In order to bring

the system onto the sliding surface in finite time, a nonsingular terminal sliding mode controller is

designed based on the proposed integral sliding variable s(t). The integral sliding variable based ter-

minal sliding mode controller imparts second order sliding methodology which reduces the chattering.
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3.2 Stabilization of linear uncertain single input single output (SISO) system

Moreover, the integral sliding mode based terminal sliding variable converges to zero in finite time.

The nonsingular terminal sliding surface [77,79] is defined as

σ(t) = s(t) + δṡ(t)
α
β = 0 (3.18)

where δ is the switching gain chosen such that

δ > 0 (3.19)

and α, β are selected in such a way that these satisfy the following conditions:

α, β ∈ {2n + 1 : n is an integer} (3.20)

and

1 <
α

β
< 1.5 (3.21)

The integral sliding variable s(t) based nonsingular terminal sliding surface σ(t) = 0 gives rise to a

second order SMC. Using the constant plus proportional reaching law [104] yields

σ̇(t) = −η1sgn(σ(t)) − ε1σ(t) (3.22)

where η1 > 0 and ε1 > 0. Taking the first time derivative of the terminal sliding variable σ(t) gives

σ̇(t) = ṡ(t) + δ
α

β
ṡ(t)

α
β
−1s̈(t)

= δ
α

β
ṡ(t)

α
β
−1(

β

δα
ṡ(t)2−

α
β + s̈(t)) (3.23)

For the parameters α, β satisfying (3.20) and (3.21), it can be shown [79] that

ṡ(t)
α
β
−1

> 0 for ṡ(t) 6= 0

ṡ(t)
α
β
−1

= 0 only for ṡ(t) = 0 (3.24)
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3. Optimal second order sliding mode controller (OSOSMC) for linear uncertain systems

Further, from (3.19), (3.20) and (3.24), it can be observed that the term δαβ ṡ(t)
α
β
−1

in (3.23) is

always positive and hence can be substituted by a scalar η2 > 0 for ṡ(t) 6= 0. Hence (3.23) can be

written as

σ̇(t) = η2(
β

δα
ṡ(t)

2−α
β + s̈(t)) (3.25)

Substituting the value of σ̇(t) from (3.25), (3.22) can be expressed as

η2(
β

δα
ṡ(t)2−

α
β + s̈(t)) = −η1sgn(σ(t)) − ε1σ(t)

or,
β

δα
ṡ(t)

2−α
β + s̈(t) = −ηsgn(σ(t)) − εσ(t) (3.26)

where η = η1
η2
> 0 and ε = ε1

η2
> 0. Then (3.26) can be rewritten as

s̈(t) = −ηsgn(σ(t)) − εσ(t) − β

δα
ṡ(t)2−

α
β (3.27)

Differentiating (3.17) gives rise to

s̈(t) = G
[
Bu̇2(t) +Bḋ(t)

]
(3.28)

Hence from (3.27) and (3.28), the switching control law is designed as follows:

u2(t) = −
∫ t

0
(GB)−1

[
β

δα
ṡ(τ)

2−α
β + ηsgn(σ(τ)) + εσ(τ)

]
dτ (3.29)

where the design parameters η and ε are chosen in such a way that |GBḋ(t)| < η [66] and ε > 0.

Theorem 1: The sliding variables converge to zero in finite time if the second order sliding

variables are chosen as (3.16), (3.18) and the control law is designed as

u(t) = u1(t) + u2(t) (3.30)

where u1(t) is the optimal control defined in (3.7) to stabilize the nominal system and u2(t) is the

switching control defined in (3.29).

Proof:

In the following proof finite time convergence of sliding variable σ(t) is established first and then it

is shown that the convergence time of the integral sliding variable s(t) is also finite. The Lyapunov
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3.2 Stabilization of linear uncertain single input single output (SISO) system

function is considered as

V1(t) =
1

2
σ(t)2

V̇1(t) = σ(t)σ̇(t) (3.31)

Using (3.23) and (3.28) in (3.31) yields

V̇1(t) = σ(t)[ṡ(t) +
δα

β
ṡ(t)

α
β
−1s̈(t)]

= σ(t)[ṡ(t) +
αδ

β
ṡ(t)

α
β
−1(GBu̇2(t) +GBḋ(t))] (3.32)

Taking derivative of u2(t) in (3.29) and substituting in (3.32) yields

V̇1(t) = σ(t)[ṡ(t) +
αδ

β
ṡ(t)

α
β
−1(− β

δα
ṡ(t)2−

α
β − ηsgn(σ(t)) − εσ(t) +GBḋ(t))]

= σ(t)[
αδ

β
ṡ(t)

α
β
−1(−ηsgn(σ(t)) − εσ(t) +GBḋ(t))]

=
αδ

β
ṡ(t)

α
β
−1[−|σ(t)|η − εσ(t)2 + σ(t)GBḋ(t)]

≤ αδ

β
ṡ(t)

α
β
−1

[−|σ(t)|η − σ(t)2ε+ |σ(t)||GBḋ(t)|]

≤ αδ

β
ṡ(t)

α
β
−1

[−η − |σ(t)|ε + |GBḋ(t)|]|σ(t)|

≤ −αδ
β
ṡ(t)

α
β
−1

[η + |σ(t)|ε − |GBḋ(t)|]|σ(t)|

≤ −κ|σ(t)| (3.33)

where κ = αδ
β ṡ(t)

α
β
−1[η + |σ(t)|ε − |GBḋ(t)|], which is a positive integer as η > |GB̂ḋ(t)| and ε > 0.

Moreover, in [66] Wang et al. showed that ṡ
α
β
−1(t) > 0 for |s(t)| 6= 0. So, κ > 0 when |s(t)| 6= 0.

Hence,

V̇1 ≤ −κ|
√

2V1| as V1 =
1

2
σ(t)2 (3.34)

≤ −κ|
√
V1| where κ = κ|

√
2| > 0 (3.35)

Hence, the finite time convergence [101,105] of sliding variable σ(t) to zero is guaranteed.

Moreover, it can also be proved that the integral sliding variable s(t) converges to zero in finite

time. Suppose in time tr, σ(t) reaches zero from σ(0) 6= 0 and σ(t) = 0 ∀ t > tr. So, once σ(t)

reaches zero it remains at zero and based on (3.33), s(t) will converge to zero in time ts. The total

time required from σ(0) 6= 0 to s(ts) can be calculated as follows:
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3. Optimal second order sliding mode controller (OSOSMC) for linear uncertain systems

From (3.18), it follows that

s(t) + δṡ(t)
α
β = 0

or, (
s

δ
)
β
α = −(ṡ(t)

α
β )

β
α

or,
1

δ
β
α

s(t)
β
α = −ṡ(t) (3.36)

As α, β are chosen according to (3.20) and (3.21), (3.36) can be written as

1

δ
β
α

s(t)
β
α = −ds(t)

dt

or,
1

δ
β
α

dt = − ds(t)

s(t)
β
α

or,

∫ ts

tr

dt = −δ
β
α

∫ s(ts)

s(tr)

ds(t)

s(t)
β
α

or, ts − tr = − α

α− β
δ

β
α

[
s(ts)

α−β
α − s(tr)

α−β
α

]
(3.37)

At time ts sliding variable s(ts) = 0. So, (3.37) gives rise to

ts = tr +
α

α− β
δ

β
α s(tr)

α−β
α (3.38)

Hence, s(t) and ṡ(t) converge to zero in finite time.

Remark 3: It is observed from (3.29) and (3.17) that ε is a parameter which determines the

control input which in turn decides the convergence rate of the sliding variable. It is evident that a

high value of ε will force the system states to converge to the origin at a faster rate. Consequently,

it will demand a very high control input which is not feasible in most practical situations. Thus the

parameter ε cannot be selected to be very large. In practice, ε is to be chosen appropriately by striking

a balance between the response speed and the magnitude of the control input.

IV. Simulation results

To demonstrate the effectiveness of the proposed optimal second order sliding mode controller,

simulation studies are conducted for stabilization of the inverted pendulum system and triple integrator

system.
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3.2 Stabilization of linear uncertain single input single output (SISO) system

Example 1. Stabilization of the inverted pendulum system

The inverted pendulum system is shown in Figure 3.1 where

,
2l

M

r

u

θ

m I

Figure 3.1: Inverted pendulum system

the cart having mass M is displaced by an amount of r due to the external force u. As a conse-

quence, the pendulum with mass m mounted on the cart has an angular displacement θ. The length

of the pendulum is 2l and I represents the inertia of the pendulum.

The state space model of the inverted pendulum system described above is given by [2]




ẋ1

ẋ2

ẋ3

ẋ4




=




0 0 1 0

0 0 0 1

0 −1.933 −1.987 0.009

0 36.977 6.258 −0.173







x1

x2

x3

x4




+




0

0

0.320

−1.009




(u(t) + d(t)) (3.39)

where states x1(t), x2(t), x3(t) and x4(t) represent the cart displacement r, angular displacement

of the pendulum θ, cart velocity ṙ and angular velocity of the pendulum θ̇ respectively. Further, d(t)

is the external disturbance chosen as 1.5sin(πt/3) + 2cos(t). The problem is to stabilize the above

system (3.39) with the minimum control input.

To minimize the control input, the performance index J is chosen as
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3. Optimal second order sliding mode controller (OSOSMC) for linear uncertain systems

J =

∫ ∞

0




xT (t)




10 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1




x(t) + uT1 (t)0.1u1(t)




dt (3.40)

Using the LQR technique, the feedback control u1(t) is found as

u1(t) =

[
−10.00 −117.16 −10.78 −19.93

]
x(t) (3.41)

Design parameters of the proposed optimal second order sliding mode controller (OSOSMC) are

chosen as follows:

G = [0 0 0 1], α = 7, β = 5, δ = 0.15, η = 1.5 and ε = 0.01.

The simulation results obtained by applying the proposed optimal second order sliding mode

controller (OSOSMC) are compared with those obtained by using the compensator-based second

order sliding mode controller (CSOSMC) designed by Chang [2]. The compensator-based second

order sliding mode controller (CSOSMC) is discussed in Appendix A.2. The states x1(t), x2(t) and

the control inputs obtained by applying the proposed OSOSMC and the compensator-based SOSMC

proposed by Chang [2] are shown in Figures 3.2- 3.3 and Figures 3.4-3.5 respectively.

44



3.2 Stabilization of linear uncertain single input single output (SISO) system

0 1 2 3 4 5 6 7 8 9 10
−0.3

−0.2

−0.1

0

0.1

Time (sec)

S
ta
te
s

 

 

Proposed OSOSMC
Compensator−based SOSMC [2]

Figure 3.2: State x1(t) obtained by applying the proposed OSOSMC and compensator-based SOSMC proposed
by Chang [2]
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Figure 3.3: State x2(t) obtained by applying the proposed OSOSMC and compensator-based SOSMC proposed
by Chang [2]

45



3. Optimal second order sliding mode controller (OSOSMC) for linear uncertain systems

0 1 2 3 4 5 6 7 8 9 10
−5

0

5

10

Time (sec)

C
on

tr
ol

in
p
u
t

Figure 3.4: Control input obtained by applying the proposed OSOSMC
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Figure 3.5: Control input obtained by applying the compensator-based SOSMC proposed by Chang [2]

In order to evaluate the controller performance, the total variation (TV) [106] of the control input

u(t) is computed as follows:

TV =

n∑

i=1

|ui+1(t) − ui(t)| (3.42)

where n is the number of samples. Also, the energy of the control input u(t) is calculated by using

the 2-norm method. Table 3.1 shows the TV and the 2-norm of the control input calculated for the

period from 0 to 10 sec with a sampling time of 0.1 sec. It is clear from Table 3.1 that the proposed
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3.2 Stabilization of linear uncertain single input single output (SISO) system

OSOSMC is able to produce a smoother control input with substantial reduction in the control effort

than the CSOSMC proposed by Chang [2].

Table 3.1: Comparison of Control Indices for Inverted Pendulum

Method Total Variation (TV) Control Energy

Proposed OSOSMC 29.36 65.20
CSOSMC [2] 111.95 115.78

Although stabilization of the uncertain system with minimum control input is the main aim of the

controller design, satisfactory transient and steady state performances of the controlled system are also

very much desired. Transient performance specifications like rise time, settling time and steady state

performance index like steady state error are compared for the proposed OSOSMC and CSOSMC [2]

which are tabulated in Table 3.2. From 3.2 it is evident that the proposed OSOSMC exhibits superior

performance than Chang’s CSOSMC [2].

Table 3.2: Comparison of Performance Indices for Inverted Pendulum

Performance specification
OSOSMC CSOSMC [2]
x1 x2 x1 x2

Rise time (sec) 0.83 0.27 0.22 0.08
Settling time (sec) 0.70 0.19 1.70 1.54
Steady state error 0 0 0.045 0.005

Example 2. Stabilization of triple integrator system

The triple integrator system affected by uncertainty [4] is described as

ẋ1(t) = x2(t)

ẋ2(t) = x3(t)

ẋ3(t) = u(t) + d(t)

y(t) = x1(t) (3.43)
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where x1(t), x2(t), x3(t) are three states of the system and u(t) is the control input. The matched

uncertainty of the system is denoted as d(t) = sin(10x1) and the output of the system is y(t). To

minimize the control input, the performance index is chosen as

J =

∫ ∞

0



xT (t)




10 0 0

0 1 0

0 0 1



x(t) + u21(t)



dt (3.44)

Using the LQR technique, the feedback control u1(t) is found as

u1(t) =

[
3.1623 6.3333 4.7609

]
x(t) (3.45)

Design parameters of the proposed optimal second order sliding mode controller (OSOSMC) are

chosen as follows:

G = [0 0 1], α = 7, β = 5, δ = 0.15, η = 1.2 and ε = 0.01.

The simulation results obtained by applying the proposed optimal second order sliding mode con-

troller are compared with those obtained by using the second-order sliding mode controller (SOSMC)

designed by Defoort et al. proposed in [3] and Mondal and Mahanta proposed in [4]. These two con-

trol methods are discussed in Appendix A.3 and A.4. System states obtained by using the proposed

OSOSMC are compared with the states obtained by using the second-order sliding mode controllers

(SOSMCs) proposed by Defoort et al. [3] and Mondal and Mahanta [4] in Figures 3.6 - 3.8. The

control inputs are compared in Figures 3.9-3.11.
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Figure 3.6: States obtained by applying the proposed OSOSMC
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Figure 3.7: States obtained by applying the SOSMC proposed by Defoort et al. [3]
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Figure 3.8: States obtained by applying the SOSMC proposed by Mondal and Mahanta [4]
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Figure 3.9: Control input obtained by applying the proposed OSOSMC
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Figure 3.10: Control input obtained by applying the SOSMC proposed by Defoort et al. [3]
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Figure 3.11: Control input obtained by applying the SOSMC proposed by Mondal and Mahanta [4]

Table 3.3 shows the TV and the 2-norm of the control input calculated for the period from 0 to 20

sec with a sampling time of 0.1 sec. It is clear from Table 3.3 that the proposed OSOSMC is able to

produce a smoother control input with substantial reduction in the control effort than the SOSMCs

proposed by Defoort et al. [3] and Mondal and Mahanta [4].

Table 3.3: Comparison of Control Indices for Triple Integrator System

Method Total Variation (TV) Control Energy

Proposed OSOSMC 9.80 17.53
SOSMC proposed by Defoort et al. [3] 2393.00 67.74

SOSMC proposed by Mondal and Mahanta [4] 12.67 18.88

Transient performance specifications like rise time and settling time are compared for the proposed

OSOSMC and SOSMC proposed by Defoort et al. [3] and Mondal et al. [4] which are tabulated in

Table 3.4. The comparison shows that the proposed OSOSMC exhibits superior performance than

SOSMCs proposed by Defoort et al. [3] and Mondal and Mahanta [4].
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3. Optimal second order sliding mode controller (OSOSMC) for linear uncertain systems

Table 3.4: Comparison of Performance Indices for Triple Integrator System

Performance
Proposed OSOSMC SOSMC proposed by SOSMC proposed by

specification Defoort et al. [3] Mondal and Mahanta [4]

Rise time (sec) 2.6 3.0 2.8
Settling time (sec) 4 7.4 6.8
Steady state error 0 0 0

3.3 Tracking of linear uncertain single input single output (SISO)
system

Trajectory tracking by the uncertain system is another challenging problem. To design the tracking

controller, the system is represented in the error domain and the controller is designed to converge the

error to zero. Thereby the tracking problem is converted into a regulatory problem and the OSOSMC

is designed in the error domain.

I. Problem statement

Let us consider an uncertain linear system given by

ẋi(t) = xi+1(t) i = 1, 2, · · · , n− 1

ẋn(t) = ax(t) + bu(t) + d(t)

y(t) = x1(t) (3.46)

where




x1(t)

x2(t)

...

xi(t)

...

xn(t)




= x(t) ∈ Rn is the state vector, u(t) ∈ R is the input and a is a row vector defined

as a = [a1 a2 · · · an]. Further, elements a1, a2, · · · an are known and b is a known integer. The

system output is y(t) ∈ R and uncertainty affecting the system is denoted by d(t).

Assumption:
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3.3 Tracking of linear uncertain single input single output (SISO) system

• It is assumed that the bounded uncertainty d(t) satisfies the matching condition and its first

time derivative exists.

The objective is to design a controller for trajectory tracking of the linear uncertain system (3.46)

with minimum control expense. To achieve this target, a robust controller is designed by combining

the optimal controller built for the nominal linear system with a second order sliding mode controller.

As such, the control input u(t) is obtained by combining two different control laws and can be defined

as

u(t) = u1(t) + u2(t) (3.47)

where u1(t) is the optimal control designed to track the nominal system and the control input u2(t)

is a second order sliding mode controller which is designed to tackle uncertainties in the system.

II. Optimal controller design

The optimal controller is designed for the nominal system by neglecting the uncertain part. So,

system (3.46) can be written as

ẋi(t) = xi+1(t) i = 1, 2, · · · , n− 1

ẋn(t) = ax(t) + bu1(t) (3.48)

The proposed objective is to track the output of the system (y(t) = x1(t)) along the desired

trajectory xd(t). So, the tracking error is defined by

e(t) =




e1(t)

e2(t)

...

en(t)




=




x1(t)

x2(t)

...

xn(t)




−




xd(t)

x
(1)
d (t)

...

x
(n−1)
d (t)




(3.49)

where x
(1)
d (t), x

(2)
d (t), · · · , x(n−1)

d (t) are the successive derivatives of the desired trajectory xd(t).

The error dynamics can be defined as

53



3. Optimal second order sliding mode controller (OSOSMC) for linear uncertain systems

ė(t) =




ė1(t)

ė2(t)

...

ėn(t)




=




ẋ1(t)

ẋ2(t)

...

ẋn(t)




−




x
(1)
d (t)

x
(2)
d (t)

...

x
(n)
d (t)




=




x2(t)

x3(t)

...

a1x1(t) + a2x2(t) · · · + anxn(t) + bu1(t)




−




x
(1)
d (t)

x
(2)
d (t)

...

x
(n)
d (t)




=




x2(t)

x3(t)

...

a1x1(t) + a2x2(t) · · · + anxn(t)




−




x
(1)
d (t)

x
(2)
d (t)

...

a1xd(t) + a2x
(1)
d (t) + · · · + anx

(n−1)
d (t)




+




0

0

...

a1xd(t) + a2x
(1)
d (t) + · · · + anx

(n−1)
d (t)




−




0

0

...

x
(n)
d (t)




+




0

0

...

b




u1(t) =

=




0 1 0 0

...
. . .

. . .
...

0 · · · 0 1

a1 · · · an−1 an







e1(t)

e2(t)

...

en(t)




+




0

0

...

b




u1(t) +




0

0

...

a1xd(t) + a2x
(1)
d (t) · · · + anx

(n−1)
d (t) − x

(n)
d (t)




= Ae(t) +Bu1(t) + Ã(t) (3.50)

where A =




0 1 0 0

...
. . .

. . .
...

0 · · · 0 1

a1 · · · an−1 an




, B =




0

0

...

b




and Ã(t) =




0

0

...

a1xd(t) + a2x
(1)
d (t) + · · · + anx

(n−1)
d (t) − x

(n)
d (t)




.

Further, Ã(t) is in the range space of the input distribution matrix B and it is taken care of by the

sliding mode controller to be designed in the next section. Hence, to design an optimal controller, the
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3.3 Tracking of linear uncertain single input single output (SISO) system

nominal part of the error dynamics (3.50) is written as

ė(t) = Ae(t) +Bu1(t) (3.51)

To minimize the control effort, the performance index is chosen as

J =

∫ ∞

0
{eT (t)Qe(t) + uT1 (t)Ru1(t)}dt (3.52)

where Q ∈ Rn×n and R ∈ R are a positive definite weighing matrix. Using the LQR method, the

optimal control law u1(t) is obtained as

u1(t) = −R−1BTPe(t) (3.53)

where P is a symmetric, positive definite matrix which is the solution of the algebraic Riccati

equation (3.8).

III. Sliding mode controller design

In presence of uncertainties, the error dynamics can be defined as

ė(t) = Ae(t) +B(u1(t) + u2(t)) + Ã(t) + d(t) (3.54)

In order to track the linear uncertain system (3.54) with minimum control expense, the optimal

controller is combined with the SOSMC. The design procedure of the SOSMC is similar as described

in Section 3.2.

The integral sliding surface is designed as

s(t) = G

[
e(t) −

∫ t

0
ϕ̇(τ)dτ

]
= 0 (3.55)

where G is chosen such that GB is invertible and

ϕ̇(t) = Ae(t) +Bu1(t) (3.56)

The non-singular terminal sliding surface is designed as

σ(t) = s(t) + δṡ(t)
α
β = 0 (3.57)

where δ, α and β satisfy the conditions discussed in 3.19 to 3.21. To tackle the uncertainties, the
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3. Optimal second order sliding mode controller (OSOSMC) for linear uncertain systems

switching control u2(t) is designed as

u2(t) = −
∫ t

0
(GB)−1

[
β

δα
ṡ(τ)

2−α
β + ηsgn(σ(τ)) + εσ(τ)

]
dτ (3.58)

where η > |Ã(t) + d(t)| and ε > 0.

IV. Simulation results

To demonstrate the effectiveness of the proposed OSOSMC, tracking control of a magnetic levita-

tion (maglev) system is considered. The proposed OSOSMC is applied for suspension control of the

magnetic levitation (maglev) vehicle model [5].

The system dynamics of the maglev [5] is described by

ẋ(t) = [A+ ∆A(Lr)]x(t) + [B + ∆B(Lr)]u(t)

y(t) = Cx(t) (3.59)

where x(t) =




x1(t)

ẋ1(t)

ẍ1(t)




, A =




0 1 0

0 0 1

57000 1938 −16




, ∆A =




0 0 0

0 0 0

−57000Lr 1624Lr 16Lr




,

B =




0

0

−14.25




, ∆B =




0

0

14.25Lr




, C =

[
1 0 0

]
.

Further, Lr is the parametric uncertainty considered as −1
2 ≤ Lr ≤ 1

2 . The problem is to track the

output y(t) = x1(t) which is the vertical displacement of point mass. The output is expected to follow

the desired trajectory xd(t).

The objective is to track the desired trajectory with minimum control effort. At first, the desired

trajectory is considered as xd(t) = 1 having all its time derivatives as zero. So, the tracking error is

defined as

e(t) =




e1(t)

e2(t)

e3(t)




=




x1(t)

x2(t)

x3(t)



−




1

0

0




(3.60)

The performance index J is chosen as
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3.3 Tracking of linear uncertain single input single output (SISO) system

J =

∫ t

0



eT (τ)




1 0 0

0 1 0

0 0 1



e(τ) + uT1 (τ)u1(τ)



dτ (3.61)

Using the LQR technique, the feedback control u1(t) is found as

u1(t) =

[
8000 438.3 119.12 6.9

]
e(t) (3.62)

Design parameters of the proposed optimal second order sliding mode controller (OSOSMC) are

chosen as follows:

G = [0 0 1], α = 7, β = 5, δ = 0.15, η = 6 and ε = .3.

The results obtained by applying the proposed optimal second order sliding mode controller (OS-

OSMC) are compared with those obtained by using the robust output tracking control designed by

Shieh et al. [5] which is discussed in Appendix A.5. The output y(t) = x1(t) and the control in-

puts obtained by applying the OSOSMC and the controller proposed by Shieh et al. [5] are shown in

Figure 3.12. It is observed that the proposed OSOSMC can successfully track the desired trajectory

whereas the controller proposed by Shieh et al. [5] is unable to track the desired trajectory faithfully.

Moreover the control input in the case of Shieh et al.’s controller [5] contains considerable chattering.
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Figure 3.12: Tracking of the maglev system for desired trajectory xd(t) = 1 using proposed OSOSMC and
the method proposed by Shieh et al. [5]

Next, the desired trajectory is chosen as xd(t) = cos t. The successive derivatives of the desired

trajectory xd(t) are ẋd(t) = − sin t, ẍd(t) = − cos t. The tracking error is defined as

e(t) =




e1(t)

e2(t)

e3(t)




=




x1(t)

x2(t)

x3(t)



−




cos t

− sin t

− cos t




(3.63)

The actual and desired states and the control input obtained by applying the proposed OSOSMC

are shown in Figure 3.13. It is found that the proposed OSOSMC can successfully track the desired
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3.3 Tracking of linear uncertain single input single output (SISO) system

trajectory xd(t) = cos t whereas the robust output tracking control designed by Shieh et al. [5] fails to

track it and becomes unstable.
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Figure 3.13: Tracking of the maglev system for desired trajectory xd(t) = cost using proposed OSOSMC

Another type of desired trajectory xd(t) = 2 + cos 2t is now considered for tracking. The actual

and desired states and the control input obtained by applying the proposed OSOSMC are shown in

Figure 3.14. It is found from Figure 3.14 that the proposed OSOSMC can successfully track this

trajectory also.
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Figure 3.14: Tracking of the maglev system for desired trajectory xd(t) = 2 + cos2t using proposed OSOSMC

Table 3.5 compares the total variation (TV) and the 2-norm of the control input for the proposed

OSOSMC and the robust output tracking control proposed by Shieh el al. [5]. The control indices are

computed for the period from 0 to 3 sec with a sampling time of 0.1 sec for the desired trajectory

xd(t) = 1. For the desired trajectories xd(t) = cost and xd(t) = 2 + cos 2t, the control indices are

computed for the period from 0 to 10 sec with a sampling time of 0.1 sec. It is clear from Table

3.5 that for tracking xd(t) = 1, the proposed OSOSMC requires substantially lesser control effort

than that of the robust controller proposed in [5]. Also, the control input of the proposed OSOSMC

is significantly smoother than that of Shieh et al. [5] in this case. For tracking the time dependent

trajectories xd(t) = cost and xd(t) = 2 + cos 2t, the robust output tracking control proposed by Shieh

el al. [5] failed whereas the proposed OSOSMC is able to track these successfully.
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3.4 Stabilization of linear uncertain multi input multi output (MIMO) system

Table 3.5: Comparison of Control Indices for Maglev System

Method Total Variation (TV) Control Energy
Robust output tracking control [5] (xd(t) = 1) 2,50,010 2,49,050

Proposed OSOSMC (xd(t) = 1) 7,698 22,191
Robust output tracking control [5] (xd(t) = cost) Fails to track Fails to track

Proposed OSOSMC (xd(t) = cost) 15,563 15,564
Robust output tracking control [5] (xd(t) = 2 + cos 2t) Fails to track Fails to track

Proposed OSOSMC (xd(t) = 2 + cos 2t ) 88,647 82,248

The transient and steady state performances of the proposed OSOSMC and the robust output

tracking controller proposed by Shieh et al. [5] are tabulated in Table 3.6. From this table it is

evident that the proposed OSOSMC shows superior transient and steady state performances than

those obtained by using Shieh et al.’s controller [5] for tracking xd(t) = 1. Moreover, Shieh et al.’s

method [5] fails to track when the desired trajectory is a time varying function as is observed in the

cases of xd(t) = cost and xd(t) = 2 + cos 2t.

Table 3.6: Comparison of Performance Indices for Maglev System

Method Rise time (sec) Settling time (sec) Steady state error (mm)
Robust output tracking control [5] (xd(t) = 1) 2.320 2.320 0

Proposed OSOSMC (xd(t) = 1) 0.150 0.150 0
Robust output tracking control [5] (xd(t) = cos t) Fails to track the trajectory

Proposed OSOSMC (xd(t) = cos t) 0.094 0.230 0.005
Robust output tracking control [5] (xd(t) = 2 + cos 2t) Fails to track the trajectory

Proposed OSOSMC (xd(t) = 2 + cos 2t) 1.45 1.45 0.006

3.4 Stabilization of linear uncertain multi input multi output (MIMO)

system

The optimal second order sliding mode control (OSOSMC) method designed to stabilize the linear

uncertain single input single output (SISO) system can be extended to the linear decoupled uncertain

multi input multi output (MIMO) system. Similar to the design procedure discussed earlier in Section

3.2, the optimal controller part is designed based on the LQR technique and the SOSMC is combined

with the optimal controller to impart robustness. The design method for the OSOSMC for decoupled

MIMO systems is discussed now.
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3. Optimal second order sliding mode controller (OSOSMC) for linear uncertain systems

I. Problem statement

A linear uncertain MIMO system is described as

ẋ(t) = Ax(t) +B(u(t) + d(t))

y(t) = Cx(t) (3.64)

where x(t) ∈ Rn is the state vector and u(t) ∈ Rm is the control input. Further, A, B, C are the

known matrices with appropriate dimensions and d(t) represents uncertainty affecting the system.

Output of the system is denoted by y(t) ∈ Rp.

Assumptions: Following are the assumptions made:

• A,B pair is controllable.

• All the states are observable.

• Uncertainty d(t) satisfies the matching condition.

The objective is to design an optimal sliding mode controller for the linear uncertain MIMO system

(3.64). The control process is divided into two steps, viz. (i) Designing an optimal controller for the

nominal system and (ii) Designing the sliding mode controller to tackle uncertainties affecting the

system. So, the control input u(t) is defined as

u(t) = u1(t) + u2(t) (3.65)

where u1(t) is called the equivalent control and u2(t) is known as switching control.

II. Optimal controller design

The optimal controller is designed for the nominal part of the system. Neglecting the uncertainty,

the nominal part of the system (3.64) can be written as

ẋ(t) = Ax(t) +Bu1(t) (3.66)

Performance index J is chosen to minimize the control input and is defined as follows:

J =

∫ ∞

0
[x(t)TQx(t) + u1(t)

TRu1(t)]dt (3.67)

where Q ∈ Rn×n and R ∈ Rm×m are a positive definite weighing matrix. The optimal control law

u1(t) is obtained as
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3.4 Stabilization of linear uncertain multi input multi output (MIMO) system

u1(t) = −R−1BTPx(t) = −Kx(t) (3.68)

where K = R−1BTP and P is a symmetric positive definite matrix which is the solution of the

algebraic Riccati equation [100]

ATP + PA+Q− PBR−1BTP = 0 (3.69)

The controller designed above minimizes the control input u1(t). However, the main disadvantage

of the optimal controller is that it requires the exact model of the system apriori. Hence, in presence of

system uncertainties, performance of the optimal controller degrades and may even lead to instability.

So, a sliding mode controller is integrated with the optimal controller to make it immune to system

uncertainties.

III. Sliding mode controller design

The main feature of the sliding mode control (SMC) is that once the system is brought onto the

sliding surface, it becomes insensitive to any matched uncertainty affecting the system. This is the

motivation for combining a sliding mode control (SMC) scheme with the optimal controller. In the

proposed SMC, an integral sliding surface is used which is given as follows:

s(t) = G[x(t) −
∫ t

0
Φ(τ)dτ ] = 0 (3.70)

where G ∈ Rm×n is designed in such a way that GB is invertible and Φ(t) is defined as

Φ(t) = Ax(t) +Bu1(t) (3.71)

The sliding hyperplane S = 0 for the MIMO system is defined as

S =

m⋂

i=1

Si (3.72)

where Si is the i-th row of S and is given by

Si = {x(t) ∈ Rn : si(t) = 0} (3.73)

Here si(t) is the i-th row of matrix s(t) ∈ Rm.

To eliminate chattering in the sliding mode controller, a second order sliding mode is realized by
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3. Optimal second order sliding mode controller (OSOSMC) for linear uncertain systems

using a terminal sliding surface based on the integral sliding variable discussed above. The terminal

sliding mode ensures finite time convergence of the sliding variables. The terminal sliding variable

σ(t) is designed as

σ(t) =

[
σ1(t) σ2(t) · · · σi(t) · · · σm(t)

]T
(3.74)

where σi(t) = si(t) + δiṡi(t)
αi
βi ; i = 1, 2, · · · ,m (3.75)

Here δi, αi, βi are design parameters of the ith terminal sliding variable and i = 1, 2, ..., m.

These parameters should satisfy the following conditions

δi > 0 (3.76)

αi, βi ∈ {2n + 1 : n is an integer} (3.77)

and

1 <
αi

βi
< 1.5; i = 1, 2, · · · ,m (3.78)

Switching control u2(t) is defined as u2(t) = [u21(t) u22(t) ... u2i(t) ... u2m(t)].

Using the constant plus proportional reaching law [104], the switching control u2i is designed using

the approach discussed in Section 3.2 and is given by

u2i(t) = −
∫ t

0
(GiBi)

−1

[
βi
δiαi

ṡi(τ)
2−

αi
βi + ηi

|σi(τ)|
σi(τ)

+ εiσi(τ)

]
dτ (3.79)

where Gi is the i-th row and Bi is the i-th column of the design parameter G and input distribution

matrix B respectively. The design parameters ηi and εi are chosen in such a way that ||GiBiḋi(t)|| < ηi

[66] and εi > 0.

Stability analysis of sliding surfaces:
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3.4 Stabilization of linear uncertain multi input multi output (MIMO) system

Let us consider the Lyapunov function Vi(t) as

Vi(t) =
1

2
σ2i (t)

V̇i(t) = σi(t)σ̇i(t)

= σi(t)[ṡi(t) +
αiδi
βi

ṡi(t)
αi
βi

−1
s̈i(t)]

= σi(t)[ṡi(t) +
αiδi
βi

ṡi(t)
αi
βi

−1
(GiBi ˙u2i(t) +GiBiḋi(t))]

= σi(t)[ṡi(t) +
αiδi
βi

ṡi(t)
αi
βi

−1
(− βi
δiαi

ṡi(t)
2−

αi
βi − ηi

|σi(t)|
σi(t)

− εiσi(t) +GiBiḋi(t))]

= σi(t)[
αiδi
βi

ṡi(t)
αi
βi

−1
[−ηi

|σi(t)|
σi(t)

− εiσi(t) +GiBiḋi(t)]

=
αiδi
βi

ṡi(t)
αi
βi

−1
[−ηi|σi(t)| − εiσ

2
i (t) +GiBiḋi(t)σi(t)]

≤ αiδi
βi

ṡi(t)
αi
βi

−1
[−ηi|σi(t)| − εiσ

2
i (t) +GiBiḋi|σi(t)|]

≤ −αiδi
βi

ṡi(t)
αi
βi

−1
[ηi + εi|σi(t)| −GiBiḋi]|σi(t)|

≤ −κ|σi(t)| (3.80)

(3.81)

where κ = αiδi
βi
ṡi(t)

αi
βi

−1
[ηi +εi|σi(t)|−GiBiḋi] is positive for si(t) 6= 0. In [66] Wang et al. showed

that ṡ
αi
βi

−1

i (t) > 0 for |s(t)| 6= 0.

Hence,

V̇i(t) ≤ −κ|
√

2Vi| as Vi(t) =
1

2
σ2i (t) (3.82)

(3.83)

Hence σi(t) converges to zero in finite time [101, 105]. Moreover, it can also be shown that integral

sliding variable si(t) converges to 0 in finite time. Suppose within the finite time tr, σi(t) reaches zero

from σi(0) 6= 0 and σi(t) = 0 ∀ t > tr. So, once σi(t) reaches zero, it remains at zero and based on

(3.82), si(t) will converge to zero in time ts. The total time required from σi(0) 6= 0 to si(ts) can be

computed as described below.

From (3.75), it follows that
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3. Optimal second order sliding mode controller (OSOSMC) for linear uncertain systems

si(t) + δiṡi(t)
αi
βi = 0

or, (
si
δi

)
βi
αi = −(ṡi(t)

αi
βi )

βi
αi

or,
1

δ
βi
αi
i

si(t)
βi
αi = −ṡi(t) (3.84)

As αi, βi are chosen according to (3.77) and (3.78), (3.84) can be written as

1

δ
βi
αi
i

si(t)
βi
αi = −dsi(t)

dt

or,
1

δ
βi
αi
i

dt = − dsi(t)

si(t)
βi
αi

or,

∫ ts

tr

dt = −δ
βi
αi
i

∫ si(ts)

si(tr)

dsi(t)

si(t)
βi
αi

or, ts − tr = − αi

αi − βi
δ

βi
αi
i

[
si(ts)

αi−βi
αi − si(tr)

αi−βi
αi

]
(3.85)

At time ts, sliding variable si(ts) = 0. So, (3.85) gives rise to

ts = tr +
αi

αi − βi
δ

βi
αi
i si(tr)

αi−βi
αi (3.86)

Hence, si(t) and ṡi(t) converge to zero in finite time. As every si(t) converges to zero in finite

time, s(t) also reaches zero in finite time.

IV. Simulation results

The proposed controller is applied to stabilize a linear uncertain MIMO system and the perfor-

mances of the controller are compared with some other existing controllers.

Example

An unstable batch reactor with matched uncertainty is considered whose state space model [6] is
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3.4 Stabilization of linear uncertain multi input multi output (MIMO) system

described as

ẋ(t) =




1.3800 −0.2077 6.7150 −5.6760

−0.5814 −4.2900 0 0.6750

1.0670 4.2370 −6.6540 5.8930

0.0480 4.2730 1.3430 −2.1040




x(t) +




0 0

5.679 0

1.136 −3.146

1.136 0









ua(t)

ub(t)


+




1.5 sin t

cos(πt)







(3.87)

y(t) =




1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1




x(t)

where x(t) is the state of the system. Two control inputs of the MIMO system are ua(t) and ub(t).

Uncertainty of the system is defined as




1.5 sin t

cos(πt)




To design optimal controller weighing matrices of the performance index J in (3.67) are chosen as

Q =




1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1




and R =




10 0

0 10


.

Using the LQR technique, the feedback control u1(t) is found as

u1(t) =




0.5621 0.3773 0.4741 0.0381

−1.7915 −0.1654 −1.2527 0.7666


x(t) (3.88)

Design parameters of the proposed optimal second order sliding mode controller are chosen as

follows:

G =




1 1 1 0

1 1 0 1


, α1 = α2 = 7, β1 = β2 = 5, δ1 = δ2 = 0.15, η1 = η2 = 3, ε1 = ε2 = 0.1.

The proposed OSOSMC is applied to stabilize the system (3.87). The results obtained by using

the proposed OSOSMC are compared with the results obtained by applying the dynamic sliding

mode controller proposed by Chang [6] which is discussed in appendix A.6. States x1(t), x2(t), x3(t),

x4(t) obtained by applying the proposed OSOSMC and the SMC proposed by Chang [6] are shown

in Figures.3.15 - 3.18. In Figure 3.19 and 3.20, the control inputs obtained by using the proposed
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3. Optimal second order sliding mode controller (OSOSMC) for linear uncertain systems

OSOSMC and the SMC proposed by Chang [6] are compared.
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Figure 3.15: State x1(t) obtained by applying the proposed OSOSMC and the SMC proposed by Chang [6]
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Figure 3.16: State x2(t) obtained by applying the proposed OSOSMC and the SMC proposed by Chang [6]
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Figure 3.17: State x3(t) obtained by applying the proposed OSOSMC and the SMC proposed by Chang [6]
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Figure 3.18: State x4(t) obtained by applying the proposed OSOSMC and the SMC proposed by Chang [6]
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Figure 3.19: Control input ua(t) obtained by applying the proposed OSOSMC and the SMC proposed by
Chang [6]
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Figure 3.20: Control input ub(t) obtained by applying the proposed OSOSMC and the SMC proposed by
Chang [6]

From above figures it is clear that the proposed OSOSMC achieves similar performance as that of

the dynamic sliding mode controller proposed by Chang [6], but at the cost of much reduced control

input. Moreover, the control input in the case of the SMC by Chang [6] is full of chattering whereas

the proposed OSOSMC offers a smooth chattering free control input. In Table 3.7, the Total variation
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(TV) and the 2-norm of the control input for the proposed OSOSMC and the SMC by Chang [6]

are compared. Here the TV and control energy are calculated for the period from 0 to 10 sec with a

sampling time of 0.01 sec. It is clear from Table 3.7 that the proposed OSOSMC is capable to produce

a smoother control input with lesser control energy than the SMC proposed by Chang [6].

Table 3.7: Comparison of Control Indices for MIMO System in Example 1

Control input
Method Total Control

Variation (TV) Energy

ua(t)
Proposed OSOSMC 10.12 33.92

SMC proposed by Chang [6] 56.80 34.47

ub(t)
Proposed OSOSMC 21.01 24.88

SMC proposed by Chang [6] 84.77 26.42

The performances of the system obtained by applying proposed OSOSMC and SMC proposed by

Chang [6] are tabulated in Table 3.8.

Table 3.8: Comparison of Performance Indices for MIMO System in Example I

Performance specification
Proposed OSOSMC SMC [6]
x1 x2 x3 x4 x1 x2 x3 x4

Rise time (sec) 1.28 0.11 0.38 0.38 0.36 1.29 0.98 0.93
Settling time (sec) 2.37 1.17 2.65 2.61 1.81 2.00 1.91 1.84
Steady state error 0 0 0 0 0 0 0 0

3.5 Summary

In this chapter an optimal second order sliding mode controller (OSOSMC) is proposed for linear

uncertain systems. The optimal controller is designed for the nominal part of the linear uncertain

system using the linear quadratic regulator (LQR) technique. In order to make the optimal controller

robust against uncertainties affecting the system, a sliding mode control (SMC) method is integrated

with the optimal controller by using an integral sliding surface. The sliding mode control (SMC)

scheme is developed by designing a nonsingular terminal sliding surface based on the integral sliding

variable and thereby giving rise to a second order sliding mode control strategy. The advantage of
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3. Optimal second order sliding mode controller (OSOSMC) for linear uncertain systems

using the nonsingular terminal sliding surface is that it converges the integral sliding variable and

its first derivative to the equilibrium in finite time. The OSOSMC designed for stabilization of the

linear uncertain system can also be used for output tracking. To design the tracking controller, the

tracking problem is converted into a regulatory problem by transforming the system into the error

coordinates and then the OSOSMC is designed in the error domain. The OSOSMC designed for the

linear single input single output (SISO) uncertain system is extended for the linear decoupled multi

input multi output (MIMO) uncertain system also. Simulation studies are conducted to compare

the proposed controller with other existing controllers developed to control linear uncertain systems.

From simulation results it is observed that the control input in the case of the proposed OSOSMC is

smoother and requires lesser energy than some existing control methods developed for similar purpose.
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4. State dependent Riccati equation (SDRE) based optimal second order sliding mode
controller for nonlinear uncertain systems

4.1 Introduction

Designing an optimal controller for linear systems is well defined in literature [12,13]. But it is still

a challenge to design an optimal controller for nonlinear systems. One way to design optimal controller

for nonlinear systems is to solve the Hamilton Jacobi Bellman (HJB) [14] partial differential equation.

Unfortunately, analytical solution of the HJB partial differential equation has not been possible. Nu-

merical solution of the HJB equation is computationally intensive due to its high dimension. A recent

popular approach to design optimal control for nonlinear systems is by solving the state dependent

Riccati equation (SDRE) [15–18]. For a systematic design approach, SDRE based optimal control has

earned good attention within the control community. In this method the nonlinear matrix is factor-

ized into the product of a matrix valued function and the state vector. Hence, the nonlinear system

is converted into a linear like structure having state dependent coefficient (SDC) matrices [19, 20].

Moreover, choice of different weighing matrices is possible offering a wide range of design flexibility.

Hence SDRE is a good option for designing optimal controller for nonlinear systems. For the nonlinear

uncertain system, design procedure of the optimal sliding mode control is divided into two steps. In

the first step, an optimal controller is designed for the nominal part of the nonlinear uncertain system

using SDRE and in the second part the sliding mode controller (SMC) [33–35, 47] is combined with

the optimal controller by designing an integral sliding surface [54–56]. As integral sliding mode has

no reaching phase, the system becomes robust from the very beginning. However, the integral SMC

is affected by high frequency oscillations known as chattering which degrades the system performance

and may even lead the system towards instability. Chattering occurs in first order SMC due to the

discontinuous switching control. Designing higher order SMC [1,3,65,66] is one effective way to reduce

chattering in the SMC. Among higher order SMCs, second order sliding mode controller (SOSMC) is

easy to implement because of its lesser information requirement.

Chaos is an interesting nonlinear phenomenon. It exhibits unpredictable and irregular dynamics

depending on its initial conditions because a small change in the initial states can lead to extraordinary

different state trajectories. In many engineering applications like lasers [107], Colpitt’s oscillators [108],

nonlinear circuits [109] and communication [110], chaotic behavior is visible. In the recent past, chaotic

systems such as Lorenz system [111], Chua’s circuit [112], Chen system [113] were proposed and their

complex behaviors were studied. In 1990 chaos control was first considered by Ott et al. [114]. Many

control strategies such as adaptive control [25,115], backstepping control [116,117] and observer based
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control [118, 119] were developed to control the chaotic system. Sliding mode controllers [120, 121]

have been effectively applied to control the chaotic system. But the conventional SMC requires a high

control energy. Some chaotic systems can be represented as linear like structure having SDC matrices.

For those system SDRE based optimal control can be designed and integrated with the SMC.

In the first part of this chapter an optimal second order sliding mode controller for nonlinear

uncertain systems is proposed. The optimal controller is designed for the nominal nonlinear system

by solving the SDRE. For designing, the nonlinear system is converted into a linear like structure

having state dependent coefficient (SDC) matrices. The SDRE based optimal controller design is

similar to the linear quadratic regulator (LQR) technique used to design the optimal controller for

linear systems. After designing the optimal controller, it is combined with a sliding mode controller

(SMC) by using an integral sliding surface. Based on the integral sliding variable, a non-singular

terminal sliding mode controller (TSMC) is developed which imparts second order characteristic to

the SMC. Further, it guarantees finite time convergence of the integral sliding variable and its first

derivative to the equilibrium. The proposed optimal second order sliding mode controller (OSOSMC)

is applied for stabilization and tracking problems of nonlinear uncertain systems. Simulation results

confirm that performance of the proposed controller is better than some existing control methodologies

developed for similar systems. The proposed controller is applied to stabilize certain chaotic systems

which is described in the second part of this chapter.

The outline of the chapter is as follows. In Section 4.2 optimal second order sliding mode controller

(OSOSMC) for nonlinear uncertain systems is developed. In Section 4.3 the OSOSMC is proposed to

stabilize chaotic systems. In Section 4.4 a brief summary of the chapter is presented.

4.2 Optimal second order sliding mode controller for nonlinear un-
certain systems

Optimal second order sliding mode controller design is divided into two parts. In the first part

the optimal controller is designed for the nominal nonlinear system by solving state dependent Riccati

equation (SDRE) and then in the second part a second order sliding mode controller is designed to

tackle uncertainties.

I. Problem statement

Let us consider an uncertain nonlinear system
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ẋ(t) = f(x) + g(x)u(t) + d(t) (4.1)

where f(x) =




x2(t)

x3(t)

...

xn(t)

a(x)x(t)




, g(x) =




0

0

...

b(x)




. and d(t) =




0

0

...

d1(t)




.

Functions f : Rn → Rn and g : Rn → Rn are continuous for t ∈ [0,∞) and g(x) 6= 0 ∀x. Here,

a(x) is a nonlinear function defined as a(x) = [a1(x) a2(x) , · · · , an(x)] and nonlinear function b(x)

is associated with the control input. The uncertainty affecting the system is denoted by d1(t).

Assumptions:

• It is assumed that the bounded uncertainty d1(t) satisfies the matching condition and its first

time derivative also exists.

The objective is to design a controller for stabilization and trajectory tracking of the nonlinear

uncertain system (4.1) with minimum control expense. To achieve this target, a robust controller is

designed by combining the optimal controller designed for the nominal nonlinear system with a second

order sliding mode controller. As such, the control input u(t) is the combination of two different control

laws and can be defined as

u(t) = u1(t) + u2(t) (4.2)

where u1(t) is the optimal control designed to stabilize or track the nominal nonlinear system and the

control input u2(t) is a second order sliding mode controller which is designed to tackle uncertainties

in the system.

To design an optimal controller based on the state dependent Riccati equation (SDRE), the non-

linear system (4.1) is transformed into a linear like structure by using extended linearization [19]. For

this linearized system, the equilibrium point is at x = 0 where f(0) = 0.

A. Extended linearization

The process of factorizing a nonlinear system into a linear like structure which contains state de-

pendent coefficient (SDC) matrix [20], is called extended linearization [19]. This process is also known
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as apparent linearization or state dependent coefficient parametrization. Considering the assumption

f ∈ C
1 and f(0) = 0, (4.3)

a continuous nonlinear function f(x) can be written as [19,20]

f(x) = A(x)x(t) (4.4)

where A(x) ∈ Rn×n is a SDC matrix. Moreover, A(x) cannot be determined uniquely if n is more

than 1. Hence, extended linearization of nonlinear system (4.1), under the assumption on function

f(x) can be written as

ẋ(t) = A(x)x(t) + g(x)(u1(t) + u2(t)) + d(t) (4.5)

whereA(x) =




0 1 0 0

...
. . .

. . .
...

0 · · · 0 1

a1(x) · · · an−1(x) an(x)




and

[
a1(x) · · · an1(x) an(x)

]
= a(x) denotes

the nonlinearity of the system matrix. The above equation (4.5) represents a linear structure with

SDC matrices A(x) and g(x).

Remark 1: If pairs A(x) and g(x) are point wise controllable in the linear sense in a region Θ

∀x ∈ Θ, then the SDC representation (4.5) is the controllable parameterization of the nonlinear system

(4.1) in region Θ [19].

Remark 2: If the eigen values λi of A(x) are such that Re[λi(A(x))] < 0 ∀x(t) ∈ Θ, then the

SDC representation (4.5) is point wise Hurwitz in the region Θ [19].

B. System defined in error domain

The proposed objective is to track the output of the system (y(t) = x1(t)) along the desired

trajectory xd(t). So, the tracking error is defined by

e(t) =




e1(t)

e2(t)

...

en(t)




=




x1(t)

x2(t)

...

xn(t)




−




xd(t)

x
(1)
d (t)

...

x
(n−1)
d (t)




(4.6)

where x
(1)
d (t), x

(2)
d (t), · · · , x(n−1)

d (t) are the successive derivatives of the desired trajectory xd(t).
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The error dynamics can be defined as

ė(t) =




ė1(t)

ė2(t)

...

ėn(t)




=




ẋ1(t)

ẋ2(t)

...

ẋn(t)




−




x
(1)
d (t)

x
(2)
d (t)

...

x
(n)
d (t)




=




x2(t)

x3(t)

...

a1(x)x1(t) + · · · + an−1(x)xn−1(t) + an(x)xn(t) + b(x)(u1(t) + u2(t)) + d1(t)




−




x
(1)
d (t)

x
(2)
d (t)

...

x
(n)
d (t)




=




x2(t)

x3(t)

...

a1(x)x1(t) + · · · + an(x)xn(t)




−




x
(1)
d (t)

x
(2)
d (t)

...

a1(x)xd(t) + · · · + an(x)x
(n−1)
d (t)




+




0

0

...

a1(x)xd(t) + · · · + an(x)x
(n−1)
d (t) − x

(n)
d (t)




+




0

0

...

b(x)




(u1(t) + u2(t)) +




0

0

...

d1(t)




=




0 1 0 0

...
. . .

. . .
...

0 · · · 0 1

a1(x) · · · an−1(x) an(x)







e1(t)

e2(t)

...

en(t)




+




0

0

...

b(x)




(u1(t) + u2(t)) +




0

0

...

d1(t)




+




0

0

...

a1(x)xd(t) + · · · + an(x)x
(n−1)
d (t) − x

(n)
d (t)




= A(x)e(t) + g(x)(u1(t) + u2(t)) + d(t) + Ã(t)

(4.7)
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where Ã(t) =




0

0

...

a1(x)xd(t) + · · · + an(x)x
(n−1)
d (t) − x

(n)
d (t)




is a known matrix and it is in the

range space of the input distribution matrix g(x). It will be taken care of by designing a sliding mode

controller to be explained later.

II. Optimal control

The optimal controller is designed for the nominal system. Hence, neglecting the uncertain part,

(4.7) can be written as

ė(t) = A(x)e(t) + g(x)u1(t) (4.8)

To minimize the control effort, the performance index is chosen as

J =

∫ ∞

0
{eT (t)Q(x)e(t) + uT1 (t)R(x)u1(t)}dt (4.9)

where weighing matrices Q : Rn → Rn×n and R : R → R are state dependent. At the time of

designing, Q(x) and R(x) are chosen as a positive definite matrix. Optimal feedback control u1(t) is

designed in such a way that it minimizes the cost function (4.9) subject to the nonlinear differential

constraint (4.8) and also converges the system (4.8) to zero. This requires,

lim
t→∞

e(t) = 0

This is an optimal control problem based on state dependent Riccati equation (SDRE).

The basic approach of designing an optimal controller for nonlinear systems using SDRE method-

ology is by using extended linearization. Now, emulating the linear quadratic regulator method [18],

the feedback control is designed as follows:

u1(t) = −R−1(x)gT (x)P (x)e(t) (4.10)

where P (x) is the symmetric positive definite matrix which is the solution of the continuous time state

dependent Riccati equation

AT (x)P (x) + P (x)A(x) − P (x)g(x)R−1(x)gT (x)P (x) +Q(x) = 0 (4.11)
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Hence, the closed loop system (4.8) can be written as

ė(t) = A(x)e(t) − g(x)R−1(x)gT (x)P (x)e(t)

= [A(x) − g(x)R−1(x)gT (x)P (x)]e(t)

= Â(x)e(t) (4.12)

where Â(x) = A(x) − g(x)R−1(x)gT (x)P (x).

The control action is obtained by solving the linear quadratic optimal control problem as state

dependent coefficient matrices which are considered as constant. To design the optimal controller

based on SDRE method, HJB equation need not be solved. This is the key benefit of the SDRE based

method.

A. Stability analysis

The conditions to be satisfied for guaranteeing stability of the nominal system are as follows:

Condition 1: A(.), B(.), Q(.) and R(.) are continuous matrix valued functions in the region

Rn [122].

Condition 2: A(x), B(x) is point wise stabilizable state dependent coefficient (SDC) matrix pair

[122].

The closed loop system considered is

ė(t) = Â(x)e(t) (4.13)

where Â(x) is the closed loop SDC matrix as described in (4.12). With Condition 1, P (x) is

continuous. Hence Â(x) is also continuous in the region Rn. By using mean value theorem, Â(x) can

be written as

Â(x) = Â(0) +
∂Â(z)

∂e
e(t) (4.14)

where ∂Â(z)
∂e generates a tensor and the vector z is that point on the line segment joining the origin

0 and e(t) [122].

Using (4.14), (4.13) can be written as
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ė(t) = Â(0)e(t) + eT (t)
∂Â(z)

∂e
e(t)

= Â(0)e(t) + Γ(e, z)||e(t)|| (4.15)

where Γ(e, z) , 1
||e(t)||e

T (t)∂Â(z)
∂e e(t), such that

lim
|e(t)|→0

Γ(e, z) = 0

Here the constant stable coefficient matrix Â(0) dominates the higher order term. Now as Â(x) is

linearizable and linearized Â(0) has a stable equilibrium point, Â(0) has negative eigenvalues meaning

that Â(0) is a Hurwitz matrix. Hence Â(x) is also stable [122].

To prove global stability, the Lyapunov function is chosen as

V1(t) = 1
2e

T (t)e(t)

V̇1(t) = eT (t)ė(t)

= eT (t)Â(x)e(t) (4.16)

As Â(x) is stable, V̇1(t) < 0. Hence, the closed loop system is globally stable.

B. Minimization of the performance index

To check the optimality of the proposed controller, a commonly used method is to find the solution

of the HJB equation. The Hamiltonian is given by

H = λT [A(x)e(t) + g(x)u1(t)] + [eT (t)Q(x)e(t) + uT1 (t)R(x)u1(t)] (4.17)

where λ is a lagrangian multiplier and the HJB equation is given by

λT [A(x)e(t) + g(x)u1(t)] + [eT (t)Q(x)e(t) + uT1 (t)R(x)u1(t)] = 0 (4.18)

The Hamiltonian dynamics in Lagrangian manifold are defined as

ė(t) =
∂H

∂λ
; λ̇ = −∂H

∂e
(4.19)
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The optimal control u∗1(t) is found from ∂H
∂u∗

1
= 0. Hence the optimal controller is defined by

u∗1(t) = −1

2
R−1(x)gT (x)λ (4.20)

Substituting the optimal value of u1(t) in (4.18), it is found that

λTA(x)e(t) − 1

4
λT g(x)R−1(x)gT (x)λ+ eT (t)Q(x)e(t) = 0 (4.21)

The optimal cost is the solution of (4.21). From (4.19) it can be written [123] that

λ = 2P (x)e(t) (4.22)

where P (x) is the symmetric positive definite matrix.

Substituting the value of λ in (4.21), it can be written that

eT (t)2P (x)A(x)e(t) − eT (t)P (x)g(x)R−1(x)gT (x)P (x)e(t) + eT (t)Q(x)e(t) = 0

or, eT (t)[AT (x)P (x) + P (x)A(x) − P (x)g(x)R−1(x)gT (x)P (x) +Q(x)]e(t) = 0

or, AT (x)P (x) + P (x)A(x) − P (x)g(x)R−1(x)gT (x)P (x) +Q(x) = 0 (4.23)

Above equation (4.23) is a state dependent Riccati equation. So, the optimal control u∗1(t) can be

obtained as

u∗1(t) = −1

2
R−1(x)gT (x)2P (x)e(t)

= −R−1(x)gT (x)P (x)e(t) (4.24)

Hence, the controller defined in (4.10) minimizes the given performance index (4.9).

III. Sliding mode control

The uncertain system in the error domain (4.7) can be described as

ė(t) = A(x)e(t) + g(x)u1(t) + g(x)u2(t) + ζ(t) (4.25)

where ζ(t) = Ã(t) + d(t).

Using the optimal control for the nominal part of the system using (4.24), the uncertain system

(4.25) can be written as follows:

ė(t) = A(x)e(t) − g(x)R−1(x)gT (x)P (x)e(t) + g(x)u2(t) + ζ(t) (4.26)
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As both Ã(t) and uncertainty d(t) are in the range space of the input matrix g(x), ζ(t) satisfies

the matching condition [46].

A sliding mode control (SMC) mechanism is now combined with the optimal controller to make it

robust against uncertainties affecting the system (4.26).

The second order sliding mode control is designed by constructing a nonsingular TSMC which is

based on ISMC. The ISMC proposed here does not required the knowledge of initial condition. This

is an achievement of proposed controller. But the integral sliding variable is not equal to zero initially.

Hence, the system is not onto the sliding surface from the beginning. To make the integral sliding

variable zero that is to bring the system onto the sliding surface in finite time the nonsingular TSMC

is proposed based on the integral sliding variables.

To design a second order sliding mode, the integral sliding variable is designed as follows:

s(t) = G

[
e(t) −

∫ t

0
(A(x)e(τ) + g(x)u1(τ))dτ

]
(4.27)

and

ṡ(t) = G [ė(t) −A(x)e(t) − g(x)u1(t)] (4.28)

Using (4.25), (4.28) can be written as

ṡ(t) = G [g(x)u2(t) + ζ(t)] (4.29)

Commonly used linear manifolds cannot assure finite time convergence of the sliding variable.

However, non-singular terminal sliding mode [77,79] can achieve finite time convergence of the system

dynamics. Therefore, a non-singular terminal manifold σ(t) is proposed based on the integral sliding

variable s(t) and its first derivative ṡ(t) giving rise to a second order sliding mode control (SOSMC).

This SOSMC guarantees convergence of s(t) and ṡ(t) in finite time.

The second order terminal sliding variable σ(t) is designed as follows:

σ(t) = s(t) + δṡ
α
β (t) (4.30)
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where δ > 0 is the switching gain and α, β satisfy the following conditions,

α, β ∈ {2n+ 1 : n is an integer} (4.31)

and

1 <
α

β
< 1.5 (4.32)

After σ(t) reaches zero in finite time, both s(t) and ṡ(t) will also reach zero in finite time. Then,

the error e(t) can asymptotically converge to zero. The sufficient condition for the existence of the

terminal sliding mode is

1

2

dσ2(t)

dt2
< −η|σ(t)| (4.33)

As discussed in Section 3.3 III, the switching control u2(t) is designed as

u2(t) = −
∫ t

0
(Gg(x))−1

[
β

δα
ṡ
2−α

β (τ) +Gġ(x)u2(τ) + ηsgn(σ(τ)) + εσ(τ)

]
dτ (4.34)

where η, ε are design parameters chosen such that |Gζ̇(t)| < η and ε > 0.

Theorem : The sliding variable s(t) converges to zero in finite time if the terminal sliding variable

σ(t) is chosen as given in (4.30) and the control law is designed as

u(t) = u1(t) + u2(t)

where

u1(t) = −R−1gT (x)P (x)x(t)

and

u2(t) = −
∫ t

0
(Gg(x))−1

[
β

δα
ṡ
2−α

β (τ) +Gġ(x)u2(t) + ηsgn(σ(τ)) + εσ(τ)

]
dτ (4.35)
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Proof : Lyapunov function V2(t) is considered as

V2(t) =
1

2
σ2(t)

V̇2(t) = σ(t)σ̇(t)

= σ(t)[ṡ(t) +
δα

β
ṡ

α
β
−1

(t)s̈(t)]

= σ(t)[ṡ(t) +
αδ

β
ṡ

α
β
−1

(t)(Gg(x)u̇2(t) +Gġ(x)u2(t) +Gζ̇(t))]

= σ(t)[ṡ(t) +
αδ

β
ṡ

α
β
−1

(t)(− β

δα
ṡ
2−α

β (t) −Gġ(x)u2(t) − ηsgn(σ(t)) − εσ(t) +Gġ(x)u2(t) +Gζ̇(t))]

= σ(t)[
αδ

β
ṡ

α
β
−1(t)(−ηsgn(σ(t)) − εσ(t) +Gζ̇(t))]

=
αδ

β
ṡ

α
β
−1(t)[−|σ(t)|η − εσ2(t) + σ(t)Gζ̇(t)]

≤ −αδ
β
ṡ

α
β
−1(t)[η + ε|σ(t)| −Gζ̇(t)]|σ(t)|

≤ −αδ
β
ṡ

α
β
−1(t)Ω(t)|σ(t)| (4.36)

with the condition |Gζ̇(t)| < η, [η+ ε|σ(t)| −Gζ̇(t)] = Ω(t) > 0. Moreover, in [66] Wang et al. showed

that ṡ
α
β
−1

(t) > 0 for |s(t)| 6= 0. Then above inequality (4.36) can be written as

V̇2(t) ≤ −Ω̂|σ(t)| where Ω̂ =
αδ

β
ṡ

α
β
−1(t)Ω > 0 for |s(t)| 6= 0

≤ −Ω̂|
√

2V2(t)| as V2(t) =
1

2
σ2(t) (4.37)

Hence, finite time convergence of σ(t) is guaranteed [101,105].

Moreover, it can be proved that integral sliding variable s(t) converges to zero in finite time.

Suppose finite time tr is required for σ(t) to reach zero from σ(0) 6= 0 and σ(t) = 0 ∀ t > tr. So, once

σ(t) reaches zero, it remains there and based on (4.37), s(t) will converge to zero in time ts. The total

time required from σ(0) 6= 0 to s(ts) can be calculated as follows.
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s(t) + δṡ
α
β (t) = 0

1

δ
β
α

s
β
α (t) = −ṡ(t)

1

δ
β
α

dt = − ds(t)

s
β
α (t)

∫ ts

tr

dt = −δ
β
α

∫ s(ts)

s(tr)

ds(t)

s
β
α (t)

ts − tr = − α

α− β
δ

β
α

[
s(ts)

α−β
α − s(tr)

α−β
α

]
(4.38)

At time ts sliding variable s(ts) = 0. So, above equation can be written as

ts = tr +
α

α− β
δ

β
α |s(tr)|

α−β
β (4.39)

Hence, s(t) and ṡ(t) converge to zero in finite time.

IV. Simulation results

The proposed OSOSMC has designed for trajectory tracking of the nonlinear uncertain system

but it can also be applied for stabilization of the nonlinear uncertain system. For stabilization, the

desired trajectory is chosen as xd(t) = 0. So, successive derivatives of xd(t) also become zero. Hence,

error e(t) becomes the state vector x(t). To demonstrate the effectiveness of the proposed SDRE

based OSOSMC, it is applied for both trajectory tracking and stabilization of the nonlinear uncertain

system.

A. Tracking of the nonlinear uncertain system

Trajectory tracking problem of a nonlinear uncertain system is considered here. The proposed

SDRE based OSOSMC is applied to the Van der Pol circuit described in [7]. The mathematical model

of this system is given by

ẋ1(t) = x2(t)

ẋ2(t) = −2x1(t) + 3(1 − x21(t))x2(t) + u(t) + d1(t)

y = x1(t) (4.40)
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where state vector x(t) = [x1(t) x2(t)]T , A(x) =




0 1

−2 3{1 − x21(t)}


 and g(x) = [0 1]T .

External disturbance d1(t) = 2 sin(0.1πt) + 3 sin(0.2
√
t+ 1) and the output y = x1 is required to

track the desired state xd(t) = 2. To minimize both the tracking error and the control input, the

performance index J is considered as

J =

∫ ∞

0


e(t)T




1 0

0 1


 e(t) + uT1 (t)10u1(t)


 dt (4.41)

Design parameters of the proposed SDRE based optimal second order sliding mode controller (OS-

OSMC) (4.35) are chosen as follows:

G = [0 1], α = 7, β = 5, δ = 0.5, η = 3 and ε = 0.2.

The tracking results obtained by applying the SDRE based OSOSMC are compared with those

obtained by using the terminal sliding mode controller (TSMC) proposed by Chen et al. [7] which is

discussed in Appendix A.7. The output and desired states for both these cases are plotted in Figure

4.1. The control inputs required by these two methods for tracking the desired state are shown in

Figure 4.2.
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Figure 4.1: Output tracking in Van der Pol circuit [7] for desired state xd = 2
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Figure 4.2: Control inputs for trajectory tracking in the Van der Pol circuit [7] for desired state xd = 2
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Table 4.1 shows the total variation (TV) and the second norm of the control input required for

tracking xd = 2, calculated for the period from 0 to 10 sec with a sampling time of 0.1 sec. It is clear

from Table 4.1 that the proposed SDRE based OSOSMC is able to produce a smoother control input

with substantial reduction in the control effort than that of TSMC proposed by Chen et al. [7].

Table 4.1: Comparison of control indices to track the output according to xd(t) = 2

Method Total Variation (TV) Control Energy

Proposed SDRE based OSOSMC 805.31 404.47
TSMC [7] 5268.40 5370.40

Now the desired state is changed to xd = 2 sin(2πt). The output and desired states for the proposed

SDRE based OSOSMC and the terminal sliding mode controller (TSMC) proposed by Chen et al. [7]

are plotted in Figure 4.3. The control inputs required by these methods for tracking the desired state

xd = 2 sin(2πt) are shown in Figure 4.4.
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Figure 4.3: Output tracking in Van der Pol circuit [7] for desired state xd = 2 sin(2πt)
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Figure 4.4: Control inputs for trajectory tracking in the Van der Pol circuit [7] for desired state xd = 2 sin(2πt)

The total variation and energy in the control input u(t) required for tracking the desired state

xd = 2 sin(2πt) are computed for the time span of 0 to 10 sec with sampling time 0.1 sec. In Table

4.2 control indices of both the controllers are compared. It is clear from Table 4.2 that the proposed
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SDRE based OSOSMC is able to produce a smoother control input with substantial reduction in the

control effort than that of TSMC proposed by Chen et al. [7].

Table 4.2: Comparison of control indices to track the output according to xd(t) = 2 sin(2πt)

Method Total Variation (TV) Control Energy

Proposed SDRE based OSOSMC 57.49 46.87
TSMC [7] 556.69 494.99

Now the desired trajectory is changed to xd = cos t+ 2 sin(2πt). The output and desired states for

the proposed SDRE based OSOSMC and the terminal sliding mode controller (TSMC) proposed by

Chen et al. [7] are shown in Figure 4.5. The control inputs required by these controllers for tracking

the desired state xd = cos t+ 2 sin(2πt) are shown in Figure 4.6.
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Figure 4.5: Output tracking in Van der Pol circuit [7] for desired state xd = cos t+ 2 sin(2πt)
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Figure 4.6: Control inputs for trajectory tracking in the Van der Pol circuit [7] for desired state xd =
cos t+ 2 sin(2πt)

Total variation (TV) and the control energy required to track the desired state xd = cos t+2 sin(2πt)

are listed in Table 4.3. It is observed from Table 4.3 that the proposed SDRE based OSOSMC

methodology produces a smoother control input than that of TMSC proposed by Chen et al. [7] at

expense of a much lesser control effort.
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Table 4.3: Comparison of control indices to track the output according to xd(t) = cos t+ 2 sin(2πt)

Method Total Variation (TV) Control Energy

Proposed SDRE based OSOSMC 194.50 102.31
TSMC [7] 2650.2 2382.30

B. Stabilization of the nonlinear uncertain system

Now a third order nonlinear uncertain system [8] is considered as described below:

ẋ1(t) = x2(t)

ẋ2(t) = x3(t)

ẋ3(t) = x32(t) + u(t) + d1(t)

(4.42)

where uncertainty d1(t) = 0.1 sin 20t. The SDC matrices of above third order nonlinear system

(4.42) can be expressed as

A(x) =




0 1 0

0 0 1

0 x22(t) 0



, g(x) = [0 0 1]T . Initial state x(0) = [1 − 1 0]T . The perfor-

mance index J is defined as

J =

∫ ∞

0



xT (t)




10 0 0

0 10 0

0 0 10



x(t) + uT1 0.1u1(t)



dt (4.43)

Simulation experiments are performed by varying the design parameter values and those values

are selected which produce the best transient and steady sate performances by using the minimum

control effort. Design parameter values of the proposed optimal second order sliding mode controller

(OSOSMC) (4.35) are chosen as follows:

G = [0 0 1], α = 7, β = 5, δ = 0.15, η = 0.2 and ε = 0.2.

The proposed SDRE based optimal second order sliding mode controller (OSOSMC) is applied

to stabilize the nonlinear uncertain system (4.42). The results obtained by applying the proposed

SDRE based OSOSMC are compared with those obtained by using the terminal sliding mode control
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(TSMC) proposed by Feng et al. [8] which is discussed in Appendix A.8. The states obtained by

applying the proposed SDRE based OSOSMC and the TSMC by Feng et al. [8] are shown in Figure

4.7. The control inputs obtained by using these controllers are compared in Figure 4.8.
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Figure 4.7: States obtained by applying proposed SDRE based OSOSMC and the TSMC [8]
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Figure 4.8: Control inputs obtained by applying proposed SDRE based OSOSMC and the TSMC [8]

Total variation (TV) and the control energy required to stabilize the nonlinear triple integrator

system (4.42) are listed in Table 4.4. It is observed from Table 4.4 that the proposed SDRE based

OSOSMC methodology produces an exceedingly smoother control input compared to that of Feng et

al. [8] at the expense of a substantially lesser control effort.

Table 4.4: Comparison of control indices to stabilize the nonlinear triple integrator system

Method Total Variation (TV) Control Energy

Proposed SDRE based OSOSMC 14.05 9.21
TSMC [8] 794.85 99.12
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4.3 Optimal second order sliding mode controller for chaotic sys-
tems

In this section an optimal second order sliding mode controller is applied to the chaotic sys-

tem [124, 125]. Chaotic systems are deterministic dynamical systems exhibiting irregular, seemingly

random behavior. The chaotic system is highly sensitive to initial conditions and parametric vari-

ations. Moreover, the chaotic system is nonlinear with continuous frequency spectrum [126]. Two

trajectories of the same chaotic system starting close to each other may diverge after some time.

Mathematically, the chaotic system is characterized by local instability and global boundedness of its

solution. Chaos control [127–129] is quite a challenging task. Idea behind chaos control is to make the

system trajectory approach a desired periodic orbit embedded in the attractor. In terms of control

theory it means stability of the unstable periodic orbit. The following two methods are used in chaos

control.

• Calculated tiny and fast perturbations are enforced to the system once in every cycle [114].

• A continuous control signal which approaches zero as the system reaches the desire orbit, is

injected into the system [130].

Methods of nonlinear control [116, 131, 132] are applicable to chaos control. The proposed OSOSMC

designed for nonlinear systems is used to control chaotic systems. Certain chaotic systems can be

represented in linear like structure having state dependent coefficient matrices. For these systems the

optimal controller is designed based on the SDRE. The optimal controller is made robust by combining

it with a second order sliding mode controller.

I. Problem statement

A nonlinear system can be defined as

ẋ(t) = f(x1, x2, · · · , xn)

=




a11f11(x1, x2, · · · , xn) a12f12(x1, x2, · · · , xn) · · · a1nf1n(x1, x2, · · · , xn)

a21f21(x1, x2, · · · , xn) a22f22(x1, x2, · · · , xn) · · · a2nf2n(x1, x2, · · · , xn)

...
...

...
...

an1fn1(x1, x2, · · · , xn) an2fn2(x1, x2, · · · , xn) · · · annfnn(x1, x2, · · · , xn)




(4.44)

where n is a an integer and n ≥ 3.
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Now for certain specific types of function f11(x1, x2, · · · , xn), · · · , fnn(x1, x2, · · · , xn) and particular

values of a11, · · · , ann, the nonlinear system (4.44) exhibits a typical chaotic behavior. The peculiar

features of these nonlinear systems are:

• They are strongly dependent on initial conditions.

• They are sensitive to parameter variations.

• There is existence of strong harmonics in the output.

• Dimension of state space trajectories is fractional.

• Presence of stretch direction, represented by positive Lyapunov exponent [133].

This special type of nonlinear system is classified as chaotic system. Mathematical model of some

chaotic systems are shown in the Table 4.5:

From Table 4.5 it is observed that these chaotic systems can be represented as linear like structures

containing state dependent coefficient (SDC) matrix. Hence, extended linearization method can be

applied to these chaotic systems. Thus, chaotic systems defined in Table 4.5 can be represented as

ẋ(t) = f(x1, x2, · · · , xn) = A(x1, x2, · · · , xn)




x1

x2
...

xn




(4.45)

where A(x1, x2, · · · , xn) is a SDC matrix.

When the above chaotic system (4.45) is affected by uncertainty, the system can be described as

ẋ(t) = A(x)x(t) +B(u(t) + d(t)) (4.46)

where B is the full order input distribution matrix, u(t) is the control input and d(t) represents

matched uncertainty affecting the system.

The objective is to design a robust optimal controller for the uncertain chaotic system (4.46) based

on sliding mode control. The control law u(t) is divided into two parts as

u(t) = u1(t) + u2(t) (4.47)
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Table 4.5: Examples of chaotic systems

No. Chaotic system Mathematical model ẋ(t) = A(x)x(t)

1. Lorenz system ẋ(t) =





−10x1 + 10x2

28x1 − x2 − x1x3

−8/3x3 + x1x2



 ẋ(t) =





−10 10 0
28 −1 −x1

x2 0 −8/3



 x(t)

2. Liu system ẋ(t) =





−10x1 + 10x2

40x1 − x1x3

4x2

1
− 2.5x3



 ẋ(t) =





−10 10 0
40 0 −x1

4x1 0 −2.5



 x(t)

3. Chen system ẋ(t) =





−35x1 + 35x2

−7x1 + 28x2 − x1x3

x1x2 − 3x3



 ẋ(t) =





−35 35 0
−7 28 −x1

x2 0 −3



 x(t)

4. Lotka Volterra system ẋ(t) =





x1 + 2x2

1
− x1x2 − 2.9851x2

1
x3

x1x2 − x2

2.9851x2

1
x3 − 3x3



 ẋ(t) =





1 + 2x1 x1 2.9851x2

1

x2 −1 0
2.9851x1x3 0 −3



 x(t)

5. ACT attractor ẋ(t) =





1.8x1 − 1.8x2

0.02x3

1
+ x1x3 − 7.2x2

x1x2 − 2.7x3 − 0.07x2

3



 ẋ(t) =





1.8 −1.8 0
0.02x1 −7.2 x1

x2 0 −2.7 − 0.07x3



 x(t)

6. Simplest cubic chaotic flow ẋ(t) =





x2

x3

−x1 + x1x
2

2
− 2.028x3



 ẋ(t) =





0 1 0
0 0 1
−1 x1x2 −2.028



 x(t)

7. Rossler’s fourth system ẋ(t) =





−x2 − x3

x1

0.386x2 − 0.386x2

2
− 0.2x3



 ẋ(t) =





0 −1 −1
1 0 0
0 0.386 − 0.386x2 −0.2



 x(t)

8. Rabinovich-Fabrikant attractor ẋ(t) =





0.87x1 + x2

1
x2 − x2 + x2x3

−x3

1
+ x1 + 3x1x3 + 0.87x2

−2x1x2x3 − 2.2x3



 ẋ(t) =





0.87 x2

1
− 1 x2

−x2

1
+ 1 0.87 3x1

−x2x3 x1x3 −2.2



 x(t)

9. Halvarsen’s cyclically symmetric attractor ẋ(t) =





−1.27x1 − 4x2 − x2

2
− 4x3

−4x1 − 1.27x2 − 4x3 − x2

3

−4x − x2

1
− 4x2 − 1.27x3



 ẋ(t) =





−1.27 −x2 − 4 −4
−4 −1.27 −x3 − 4

−x1 − 4 −4 −1.27



 x(t)

10. Rucklidge attractor ẋ(t) =





−2x1 + 6.7x2 − x2x3

x1

x2

2
− x3



 ẋ(t) =





−2 6.7 −x2

1 0 0
0 x2 −1



 x(t)

11. Lorenz-Stenflo ẋ(t) =









−x1 + x2 + 1.5x4

26x1 − x1x3 − x2

x1x2 − 0.7x3

−x1 − x4









ẋ(t) =









−1 1 0 1.5
26 −1 −x1 0
x2 0 −0.7 0
−1 0 0 −1









x(t)

where u1(t) is the optimal controller designed to stabilize the nominal nonlinear part of the chaotic

system and u2(t) is the sliding mode control used to keep the system onto the sliding surface to ensure

robustness.

II. Optimal controller design

Neglecting the uncertain part, (4.46) can be written as

ẋ(t) = A(x)x(t) +Bu1(t) (4.48)

The performance index J chosen to optimize the control input u1(t) is considered as
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J =

∫ ∞

0
[x(t)TQ(x)x(t) + u1(t)TR(x)u1(t)]dt (4.49)

whereQ(x) ∈ Rn×n andR(x) ∈ R are weighing matrices which are functions of the states. Further,

Q(x) and R(x) are a positive definite matrix. The optimal control law u1(t) is obtained as

u1(t) = −R−1(x)BTP (x)x(t) = K(x)x(t) (4.50)

where K(x) = −R−1(x)BTP (x) and P (x) is a positive definite symmetric matrix which is the solution

of the state dependent Riccati equation

A(x)TP (x) + P (x)A(x) +Q(x) − P (x)BR−1(x)BTP (x) = 0 (4.51)

For ensuring robustness of the SDRE based optimal controller, a sliding mode controller is inte-

grated with it.

III. Sliding mode controller design

An integral sliding variable s(t) is designed as

s = G

[
x(t) −

∫ t

0
ẋnom(τ)dτ

]
(4.52)

where ẋnom(t) = A(x)x(t) + Bu1(t). Knowledge of initial condition is not required for designing the

integral sliding variable s(t). But s(t) 6= 0 from the beginning. Hence for converging the sliding

variable s(t) in finite time, a non-singular terminal sliding surface is designed based on the integral

sliding variable s(t). The non-singular terminal sliding variable σ(t) [77,79] is given by

σ(t) = s(t) + δṡ
α
β (t) (4.53)

and δ is the switching gain chosen such that

δ > 0 (4.54)

Here α, β are selected in such a way that these satisfy the following conditions
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α, β ∈ {2n+ 1 : n is an integer} (4.55)

and

1 <
α

β
< 1.5 (4.56)

Following the procedure described in the pervious section, the sliding mode control u2(t) is designed

as

u2(t) = −
∫ t

0
(GB))−1

[
β

δα
ṡ(τ)2−

α
β + ηsgn(σ(τ)) + εσ(τ)

]
dτ (4.57)

where the design parameter is chosen in such a way that |GBḋ(t)| < η [66].

IV. Simulation results

To demonstrate the effectiveness of the proposed optimal sliding mode controller, it is applied for

stabilization of a chaotic system and simulation studies are conducted on various types of chaotic

systems. The performance of the proposed SDRE based OSOSMC is found to be equally good while

stabilizing chaotic systems with and without uncertainty. As such, simulation results are discussed

for the case when chaotic systems get affected by uncertainties. Simulation results obtained by using

the proposed optimal second order sliding mode controller (OSOSMC) are compared with results of

the adaptive sliding mode controller (ASMC) proposed by Roopaei et al. [9].

A. Lorenz system

Lorenz system [9] is described as

ẋ1(t) = −ax1(t) + ax2(t)

ẋ2(t) = rx1(t) − x2(t) − x1(t)x3(t)

ẋ3(t) = −bx3(t) + x1(t)x2(t) (4.58)

where x1(t), x2(t), x3(t) are state variables and a, r, b are known non-negative constants. In this

example a = 10, b = 8
3 , r = 28. The chaotic behavior of the Lorenz system is shown in Figure 4.9.
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Figure 4.9: State space trajectories of Lorenz system

It is considered that the chaotic system (4.58) is affected by disturbance

∆f(x) = 0.5 − sin(πx1(t)) sin(2πx2(t)) sin(3 pix3(t)) and a control input u(t) is applied to the

state x1(t). Now (4.58) is given by

ẋ1(t) = −ax1(t) + ax2(t) + u(t) + ∆f(x)

ẋ2(t) = rx1(t) − x2(t) − x1(t)x3(t)

ẋ3(t) = −bx3(t) + x1(t)x2(t) (4.59)

The performance index J is chosen as

J =

∫ ∞

0



xT (t)




1 0 0

0 1 0

0 0 1



x(t) + uT1 (t)u1(t)



dt (4.60)

Using the SDRE, the optimal feedback control is found as u1(t) = −R−1BTP (x)x

where R = 1, B =

[
1 0 0

]T
and P (x) is the solution of the SDRE defined in (4.51). Design

parameters of the integral and terminal sliding mode controller are chosen as follows:

G = [1 0 0], p = 7, q = 5, δ = 0.2, η = .7, ε = 0.1.

The proposed controller is applied to the Lorenz system for the stabilization. The state space
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trajectories of the stable lorenz system are shown in Figure 4.10
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Figure 4.10: State space trajectories of Lorenz system after applying the proposed SDRE based OSOSMC

The states x1(t), x2(t) and x3(t) obtained by applying the proposed OSOSMC are compared

with those obtained by using the ASMC proposed by Roopaei et al. [9] in Figures 4.11-4.13. ASMC

proposed by Roopaei et al. is discussed in Appendix A.9.
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Figure 4.11: x1(t) obtained by using the proposed OSOSMC and ASMC proposed by Roopaei et al. [9]
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Figure 4.12: x2(t) obtained by using the proposed OSOSMC and ASMC proposed by Roopaei et al. [9]
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Figure 4.13: x3(t) obtained by using the proposed OSOSMC and ASMC proposed by Roopaei et al. [9]

The control inputs obtained by using the proposed OSOSMC and ASMC proposed by Roopaei et

al. [9] are shown in Figure 4.14.
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Figure 4.14: Control inputs obtained by using the proposed OSOSMC and ASMC proposed by Roopaei et
al. [9]

It is observed from above figures that the proposed OSOSMC is able to stabilize the highly unstable

Lorenz system by spending a substantially lower control input in comparison to the ASMC proposed by

Roopaei et al. [9] but with the same stabilization speed. Moreover, the control input in the case of the

proposed OSOSMC is smooth without any chattering. In order to evaluate the controller performance,

the total variation (TV) [106] and control energy of the control input u(t) are computed. Table 4.6

shows the TV and the 2-norm of the control input calculated for the period from 0 to 5sec with a

sampling time of 0.01sec. It is clear from Table 4.6 that the proposed OSOSMC is able to produce a

smoother control input with substantial reduction in the control effort than the ASMC proposed by

Roopaei et al. [9].

Table 4.6: Comparison of Control Indices

Method Total Variation (TV) Control Energy

ASMC [9] 6074.00 438.00
Proposed OSOSMC 25.29 36.00
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B. Liu system

The Liu system [9] is described as

ẋ1(t) = −ax1(t) + ax2(t)

ẋ2(t) = bx1(t) − kx1(t)x3(t)

ẋ3(t) = −cx3(t) + hx21(t) (4.61)

where x1(t), x2(t), x3(t) are state variables and a, b, k, c, h are known non-negative constants. In

this example the constants are a = 10, b = 40, k = 1, c = 2.5, h = 4. The chaotic behavior of the

Liu system is shown in Figure 4.15.
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Figure 4.15: State space trajectories of Liu system

After adding the control input u(t) and disturbance ∆f(x) = 0.5−sin(πx1(t)) sin(2πx2(t)) sin(3 pix3(t)),

Liu system (4.61) is obtained as

ẋ1(t) = −ax1(t) + ax2(t) + u(t) + ∆f(x)

ẋ2(t) = bx1(t) − kx1(t)x3(t)

ẋ3(t) = −cx3(t) + hx21(t) (4.62)
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The same performance index and sliding surface as considered in Lorenz system are chosen to

stabilize the Liu system. The proposed controller is applied to the Liu system for stabilization. The

state space trajectories of the stable Liu system are shown in Figure 4.16.
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Figure 4.16: State space trajectories of Liu system after applying the proposed SDRE based OSOSMC

Simulation results are compared with those of the ASMC proposed by Roopaei et al. [9]. The

states x1(t), x2(t) and x3(t) obtained by applying the proposed OSOSMC are compared with those

obtained by using the adaptive sliding mode controller proposed by Roopaei et al. [9] and are shown

in Figures 4.17-4.19.
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Figure 4.17: State x1(t) of Liu system obtained by using the proposed OSOSMC and ASMC proposed by
Roopaei et al. [9]
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Figure 4.18: State x2(t) of Liu system obtained by using the proposed OSOSMC and ASMC proposed by
Roopaei et al. [9]
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Figure 4.19: State x3(t) of Liu system obtained by using the proposed OSOSMC and ASMC proposed by
Roopaei et al. [9]

The control inputs obtained by using the proposed OSOSMC and ASMC proposed by Roopaei et

al. [9] are shown in Figures 4.20.
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Figure 4.20: Control inputs obtained by using the proposed OSOSMC and ASMC proposed by Roopaei et
al. [9] for Liu system

Similar to the previous example, for the Liu system also it is observed that the proposed OSOSMC

is able to achieve stabilization performance at par with the ASMC proposed by Roopaei et al. [9] but

at the cost of significantly lesser control input. Moreover, the control input in the case of the proposed
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4.3 Optimal second order sliding mode controller for chaotic systems

OSOSMC is chattering free. Table 4.7 compares the total variation (TV) and the 2-norm of the

control input for the proposed OSOSMC and ASMC proposed by Roopaei et al. [9] in stabilizing the

Liu system. The control indices are computed for the period from 0 to 10 sec with a sampling time of

0.01 sec. From Table 4.7 it is evident that the proposed OSOSMC method produces a substantially

smoother control input spending a significantly lower control energy than the ASMC proposed by

Roopaei et al. [9].

Table 4.7: Comparison of Control Indices

Method Total Variation (TV) Control Energy

ASMC [9] 2401.90 267.32
Proposed OSOSMC 37.90 58.36

C. Lorenz-Stenflo

The Lorenz-Stenflo [9] system is described as

ẋ1(t) = −ax1(t) + ax2(t) + cx4(t)

ẋ2(t) = x1(t)(r − x3(t)) − x2(t)

ẋ3(t) = x1(t)x2(t) − bx3(t)

ẋ4(t) = −x1(t) − ax4(t) (4.63)

where x1(t), x2(t), x3(t), x4(t) are state variables and a, b, c, r are known non-negative constants.

In this example the constants are a = 1, b = 0.7, c = 1.5, r = 26. The chaotic behavior of the

Lorenz-Stenflo system is shown in Figure 4.21.
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Figure 4.21: State space trajectories of Lorenz-Stenflo system

After adding the control input u(t) and disturbance
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∆f(x) = 0.5 − sin(πx1(t)) sin(2πx2(t)) sin(3 pix3(t)) sin(4 pix4(t)), Lorenz-Stenflo system (4.63)

can be rewritten as

ẋ1(t) = −ax1(t) + ax2(t) + cx4(t) + u(t) + ∆f(x)

ẋ2(t) = x1(t)(r − x3(t)) − x2(t)

ẋ3(t) = x1(t)x2(t) − bx3(t)

ẋ4(t) = −x1(t) − ax4(t) (4.64)

The performance index J is chosen as

J =

∫ ∞

0




xT (t)




10 0 0 0

0 10 0 0

0 0 10 0

0 0 0 10




x(t) + uT (t)u(t)




dt (4.65)

Using the SDRE based method, the optimal control is found as u1(t) = −R−1BTP (x)x where R =

1, B =

[
1 0 0 0

]T
and P (x) is the solution of the SDRE defined in (4.51). Design parameters of

the integral and terminal sliding mode controller are chosen as G = [1 0 0 0], p = 7, q = 5, δ = 0.2,

η = 0.7, ε = 0.1. The proposed controller is applied to the Lorenz-Stenflo system for the stabilization.

The state space trajectories of the stable Lorenz-Stenflo system are shown in Figure 4.22
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Figure 4.22: State space trajectories of Lorenz-Stenflo system after applying the proposed SDRE based
OSOSMC

The states x1(t), x2(t), x3(t) and x4(t) obtained by applying the proposed OSOSMC are compared

with those obtained by using the adaptive sliding mode controller proposed by Roopaei et al. [9] and

are shown in Figures 4.23-4.26.
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Figure 4.23: State x1(t) of Lorenz-Stenflo system obtained by using the proposed OSOSMC and ASMC
proposed by Roopaei et al. [9]
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Figure 4.24: State x2(t) of Lorenz-Stenflo system obtained by using the proposed OSOSMC and ASMC
proposed by Roopaei et al. [9]
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Figure 4.25: State x3(t) of Lorenz-Stenflo system obtained by using the proposed OSOSMC and ASMC
proposed by Roopaei et al. [9]
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Figure 4.26: State x4(t) of Lorenz-Stenflo system obtained by using the proposed OSOSMC and ASMC
proposed by Roopaei et al. [9]

The control inputs obtained by using the proposed OSOSMC and ASMC proposed by Roopaei et

al. [9] are shown in Figures 4.27.
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Figure 4.27: Control inputs obtained by using the proposed OSOSMC and ASMC proposed by Roopaei et
al. [9] for Lorenz-Stenflo system

The proposed OSOSMC demonstrates stabilization performance and control input usage in accor-

dance with results obtained in earlier chaotic system examples. Table 4.8 compares the total variation

(TV) and the 2-norm of the control input obtained for the proposed OSOSMC and ASMC proposed

by Roopaei et al. [9] in stabilizing the Lorenz-Stenflo system. The control indices are computed for

the period from 0 to 10 sec with a sampling time of 0.01 sec. It is observed from Table 4.8 that the

proposed OSOSMC method produces a far smoother control input at a cost of much lower control

effort than the ASMC proposed by Roopaei et al. [9].

Table 4.8: Comparison of Control Indices

Method Total Variation (TV) Control Energy

ASMC [9] 4530.8 429.99
Proposed OSOSMC 69.53 134.22

4.4 Summary

In this chapter a state dependent Riccati equation (SDRE) based optimal second order sliding

mode controller (OSOSMC) is proposed for nonlinear uncertain systems. The nonlinear system is

converted into a linear like structure by using extended linearization where the system matrix and
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the input distribution matrix are state dependent. The optimal control law is designed by solving the

state dependent Riccati equation arising in the nominal nonlinear system. As the optimal controller

is highly sensitive to the uncertainty and disturbance present in the system, an integral sliding mode

controller is integrated with the optimal controller for imparting robustness. To reduce chattering,

a second order sliding mode methodology is proposed by designing a nonsingular terminal sliding

mode controller based on the integral sliding variable. Simulation results establish effectiveness of

the proposed SDRE based optimal second order sliding mode controller (OSOSMC). The proposed

SDRE based OSOSMC is applied for stabilization of the chaotic system which is a special case of

highly unstable nonlinear system. Chaotic systems which can be represented as linear like structures

having state dependent coefficient (SDC) matrices are successfully stabilized by using the proposed

SDRE based OSOSMC by spending a significantly lower control effort. Simulation results confirm the

affectiveness of the proposed SDRE based OSOSMC which is found to exhibit superior performance

compared to some already existing controller designed for controlling chaotic systems.
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5. Control Lyapunov function based optimal second order sliding mode controller for nonlinear
uncertain systems

5.1 Introduction

In Chapter 4 a state dependent Riccati equation based OSOSMC was proposed for the nonlinear

system affected by the matched type of uncertainty. The state dependent Riccati equation based

optimal controller can only be designed for nonlinear systems which can be described as linear like

structures by using state dependent coefficient (SDC) matrices. However, it may not be possible to use

extended linearization through SDC matrices for all nonlinear systems. For nonlinear systems which

cannot be easily defined as linear like structures, control Lyapunov function (CLF) based optimal

controller [21–24] has been developed. In [24] Sontag first proposed the control Lyapunov function

(CLF) based optimal controller for nonlinear systems. The CLF is defined for systems with inputs

having no specified feedback law. If the CLF can be found for the nonlinear system, there would

exist a feedback controller to make the system asymptotically stable. Moreover, every CLF solves

the HJB equation associated with a meaningful cost. So, if it is possible to find the CLF for a

nonlinear system, it is also possible to find the optimal control law without actually solving the HJB

equation. To make the optimal controller insensitive to uncertainties and external disturbance, an

established way is to integrate the optimal controller with a sliding mode control (SMC) strategy by

using an integral sliding surface. However, conventional integral sliding mode controller cannot tackle

mismatched uncertainties and its control input contains high frequency chattering. Active research

is going on to design sliding mode controllers which are able to tackle mismatched uncertainties.

In [82–84] Choi proposed a linear matrix inequality (LMI) based sliding surface to stabilize linear

systems affected by mismatched uncertainties. But in the case of nonlinear systems, this method is

not applicable. Observer based SMC [11,89] has been proposed to stabilize nonlinear systems affected

by mismatched uncertainties. To reduce chattering in the control input, higher order sliding mode

controllers (HOSMC) [1, 3, 65, 66] have been successfully used. The HOSMC retains all key qualities

of the conventional SMC while eliminating the chattering at the same time.

In this chapter an optimal second order sliding mode controller (OSOSMC) is proposed for con-

trolling nonlinear uncertain systems affected by both matched and mismatched types of uncertainties.

For this purpose a control Lyapunov function (CLF) based optimal controller [21–24] is designed. To

tackle the uncertainty, the optimal controller is integrated with the sliding mode control (SMC) by

utilizing an integral sliding surface. A second order sliding mode control strategy is proposed by de-

signing a nonsingular terminal sliding mode control based on the integral sliding variable. To estimate
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the mismatched uncertainty affecting the system, a disturbance observer is used. Simulation study is

conducted to investigate the performance of the proposed controller.

Outline of the chapter as follows. In Section 5.2 an optimal second order sliding mode controller

is designed for the nonlinear system affected by the matched uncertainty. The optimal controller is

designed by defining a control Lyapunov function (CLF) and the second order sliding mode controller

is realized by designing a non-singular terminal sliding mode controller based on an integral sliding

variable. The proposed controller is applied for both stabilization and tracking problems. In Section

5.3 an optimal second order sliding mode controller is designed for the nonlinear system affected by the

mismatched uncertainty. The optimal controller is designed based on the CLF defined for the nominal

nonlinear system. A disturbance observer is utilized to estimate the mismatched uncertainty and the

second order sliding mode controller is designed using an integral sliding variable based non-singular

terminal sliding surface. Simulations are performed to study effectiveness of the proposed controller.

Summary of this chapter is presented in Section 5.4.

5.2 Optimal second order sliding mode controller for nonlinear sys-

tems affected by matched uncertainties

In this section an optimal second order sliding mode controller is proposed for nonlinear systems

affected by matched uncertainties. The nominal nonlinear system is stabilized by using a CLF based

optimal controller. A Lyapunov function is defined for the open loop system and the optimal controller

is designed to satisfy the Lyapunov stability criterion. In [24] Sontag has shown that the CLF based

feedback controller which stabilizes the nominal nonlinear system also minimizes certain performance

index. For a particular nonlinear system more than one control Lyapunov function can be defined

to design the optimal controller. For the proposed controller a suitable control Lyapunov function is

chosen. The CLF based optimal controller is then combined with a second order sliding mode controller

for ensuring robustness against matched uncertainties. The second order sliding mode controller is

implemented by using a non-singular terminal sliding surface based on an integral sliding variable.

I. Problem statement

The following nonlinear uncertain system is considered:

ẋ(t) = f(x) + ∆f(x) + (g(x) + ∆g(x))u(t) + d(t) (5.1)
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where x(t) ∈ Rn is the state vector and u(t) ∈ R is the control input. Further, f(x), g(x) are the

nominal parts of the system and g(x) 6= 0 ∀x in t ∈ [0,∞). System uncertainties are represented by

∆f(x), ∆g(x) and external disturbance is denoted by d(t).

Assumption:

It is assumed that system uncertainties ∆f(x), ∆g(x) and external disturbance d(t) satisfy the

matching condition which means that these are in the range space of the input matrix. Hence, it can

be written that,

∆f(x) + ∆g(x)u(t) + d(t) = g(x)dt(x, u, t) (5.2)

where dt(x, u, t) is total uncertainty of system (5.1). Using (5.2), (5.1) can be expressed as

ẋ(t) = f(x) + g(x)u(t) + g(x)dt(x, u, t) (5.3)

The objective of the proposed control scheme is to design a chattering free optimal sliding mode

controller for the nonlinear uncertain system (5.3). The design of the optimal sliding mode controller

is followed in two steps, viz. (i) designing the optimal controller for the nominal nonlinear system and

(ii) designing a sliding mode controller to tackle the uncertainty affecting the system. So the control

input u(t) can be expressed as,

u(t) = u1(t) + u2(t) (5.4)

where u1(t) is the optimal control law to stabilize the nominal system and u2(t) is the sliding mode

control used to keep the system onto the sliding surface to ensure robustness in presence of uncertainties

and external disturbance.

Using (5.4), (5.3) can be defined as

ẋ(t) = f(x) + g(x)u1(t) + g(x)u2(t) + g(x)dt(x, u, t) (5.5)

II. Optimal control for the nominal system

Neglecting the uncertainties and external disturbance, the system defined in (5.5) can be written

as,

ẋ(t) = f(x) + g(x)u1(t) (5.6)

and the performance index J chosen to optimize the control input u1(t) is defined as
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J =

∫ ∞

0
(l(x) + uT1 (t)Ru1(t))dt (5.7)

where l(x) is a continuously differentiable, positive semidefinite function, R ∈ R1 is positive definite

and [f, l] is zero state detectable, with the desired solution being a state feedback control law. It is

to be noted that existence of a Lyapunov function for the nonlinear system (5.6) is a necessary and

sufficient condition for determining its stability. One way to stabilize a nonlinear system is to select a

Lyapunov function V (x) first and then try to find a feedback control u1(t) that makes V̇ (x) negative

definite. Lyapunov stability criterion finds stability of dynamic systems without inputs and it has

been typically applied to closed loop control systems. But the idea of the control Lyapunov function

(CLF) [22] based controller is to define a Lyapunov candidate for the open loop system and then

design a feedback loop that makes the Lyapunov function’s derivative negative. Hence, if it is possible

to find the CLF, then it is also possible to find a stabilizing feedback control law u1(t).

The Lyapunov function considered for the system (5.6) is a positive definite, radially unbounded

function V (x) and its derivative is given by

V̇ (x) = LfV (x) + LgV (x)u1(t) (5.8)

where L represents the Lie derivative operator.

Now, V (x) is a CLF if ∀x(t) 6= 0,

LgV (x) = 0 =⇒ LfV (x) < 0. (5.9)

By using standard convergence theorem [134] it is inferred that if (5.6) is stabilizable, then there

exists a CLF. On the other hand, if there exists a CLF for the system (5.6), then there also exists an

asymptotically stabilizing controller which stabilizes the system (5.6). Sontag [24] proposed a CLF

based controller as given below,

u1(t) =





−[
a(x)+

√
a(x)2+l(x)b(x)TR−1b(x)

b(x)b(x)T
]b(x)T for b(x) 6= 0

0 for b(x) = 0
(5.10)

where

a(x) = LfV (x), b(x) = LgV (x) (5.11)

The control law u1(t) defined in (5.10) stabilizes the nominal nonlinear system defined in (5.6) by
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minimizing the performance index (5.7).

Minimization of the performance index [135]

In order to find the optimal stabilizing controller for a nonlinear system, the Hamilton Jacobi

Bellman (HJB) equation [14] needs to be solved. The HJB equation [14] is given by,

l(x) + LfV
∗ − 1

4
LgV

∗R−1(x)(LgV
∗)T = 0 (5.12)

where V ∗ is the solution of the HJB equation and is commonly referred to as a value function

defined as

V ∗ = inf
u1(t)

∫ ∞

t

(
l(x) + uT1 (t)Ru1(t)

)
dτ (5.13)

If there exists a continuously differentiable, positive definite solution of the HJB equation (5.12),

then the optimal controller is defined as [22]

u∗(t) = −1

2
R−1LgV

∗ (5.14)

If the level curve of V (x) agrees with the shape of V ∗, then Sontag’s formula (5.10) produces

the optimal controller. However,in general, V ∗ is not the same as V (x). So, a scaler function λ is

considered such that V ∗ = λV (x). Now the optimal controller is given by

u∗(t) = −1

2
R−1(λLgV (x))T (5.15)

Moreover, λ can be determined by substituting V ∗ = λV (x) in the HJB equation defined in (5.12)

as,

l(x) + λLf (V (x)) − λ2

4
LgV (x)R−1(Lg(V (x)))T = 0 (5.16)

Now, by solving the above equation (5.16) and using (5.11), λ is found as

λ = 2

(
a(x) +

√
a(x)2 + l(x)b(x)TR−1b(x)

R−1b(x)b(x)T

)
(5.17)

Substituting the value of λ in (5.15), controller u∗(t) is obtained as
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u∗(t) = −
[
a(x) +

√
a(x)2 + l(x)b(x)TR−1b(x)

b(x)b(x)T

]
b(x)T (5.18)

So, the control input u∗(t) is defined as follows,

u∗(t) =





−
[
a(x)+

√
a(x)2+l(x)b(x)TR−1b(x)

b(x)b(x)T

]
b(x)T for b(x) 6= 0

0 for b(x) = 0

(5.19)

The optimal controller u∗(t) is exactly the same as the controller u1(t) found by using Sontag’s

formula (5.10). So, it is proved that the control effort u1(t) minimizes the performance index (5.7).

Stabilization of the nominal system [24]

Let us consider (5.8) again and replace u1(t) there by using (5.10). Utilizing the property of the

CLF i.e. LfV (x) < 0 when LgV (x) = 0, it can be resolved that V̇ (x) < 0 for u1(t) = 0 and for

u1(t) 6= 0, (5.8) is obtained by using (5.11) as,

V̇ (x) = −
√
a(x)2 + l(x)b(x)TR−1b(x)

< −|
√
a(x)2 + l(x)b(x)TR−1b(x)|

< 0 (5.20)

Hence, it is proved that the control input defined in (5.10) minimizes the performance index (5.7) and

stabilizes the nominal nonlinear system (5.6).

Remark 1. In (5.7), the weighing matrix R requires to be chosen suitably to design the optimal

control law ensuring the desired performance.

Remark 2. It is easy to find the CLF for two dimensional systems by using analytical methods.

However, if the system dimension is higher, it is difficult to choose the CLF analytically.

Remark 3. For applying the CLF based optimal controller, exact knowledge of the system being

considered is a necessary prerequisite. But if the system is affected by uncertainty in the neighborhood

of the equilibrium state, performance of the optimal controller degrades and it may even fail. An

efficient way to overcome this limitation is to integrate the optimal controller with the sliding mode

control (SMC) scheme which is an established method to ensure robustness.
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III. Second order sliding mode control

An optimal controller is highly sensitive to uncertainties and disturbances. To make the optimal

controller robust, it is now integrated with a sliding mode controller. For this purpose, an integral

sliding variable s is designed as

s = G

[
x(t) −

∫ t

0
ẋnom(τ)dτ

]
(5.21)

where ẋnom(t) = f(x) + g(x)u1(t). Knowledge about the initial condition x(0) is not required at the

time of designing the integral sliding surface s(t) = 0. However, s(t) 6= 0 from the very beginning.

Hence, to converge the integral sliding variable s(t) in finite time, a non-singular terminal sliding

surface is designed based on the integral sliding variable s(t). The non-singular terminal sliding

variable is designed as σ [77, 79] where

σ(t) = s(t) + δṡ
α
β (t) (5.22)

and δ is the switching gain chosen such that

δ > 0 (5.23)

Here α, β are selected in such a way that these satisfy the following conditions:

α, β ∈ {2n+ 1 : n is an integer} (5.24)

and

1 <
α

β
< 1.5 (5.25)

Following the procedure described in Section 3.3 III, the sliding mode control u2(t) is designed as

u2(t) = −
∫ t

0
(Gg(x))−1

[
β

δα
˙s(τ)

2−α
β +Gġ(x)u2(τ) + ηsgn(σ(τ)) + εσ(τ)

]
dτ (5.26)

where the design parameters η, ε are chosen in such a way that |Gg(x)ḋt(x, u, t)| < η [66] and ε > 0.

The convergence of the sliding variables has already been proved in Chapter 4.
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IV. Simulation Results

The proposed optimal second order sliding mode controller (OSOSMC) is applied for stabilization

and tracking problems involving nonlinear systems affected by matched uncertainties. The simulation

experiments are explained below.

Example 1: Stabilization of a nonlinear uncertain system

A second order nonlinear uncertain system [10] is considered as

ẋ1(t) = x2(t)

ẋ2(t) = −(x21(t) + 1.5x2(t)) + u− (0.3 sin(t)x21(t) + 0.2 cos(t)x2(t)) + d(t)

(5.27)

where d(t) is a random noise of 0 mean and 0.5 variance. The above second order nonlinear

system (5.27) can be expressed as (5.1) where f(x) = [x2(t) − x21(t) − 1.5x2(t)]T , g(x) = [0 1]T ,

∆f(x) = [0 − 0.3 sin(t)x21 − 0.2 cos(t)x2]
T and ∆g(x) = 0. The initial state x(0) = [1.5 0]T . The

performance index J is defined as

J =

∫ ∞

0

[
l(x)x+ uT1 (t)10u1(t)

]
dt (5.28)

where l(x) is chosen as x21(t) + x22(t).

After preliminary simulation it was found that the following V (x) (5.29) gives rises to the best

optimization and stabilization. Hence this value of V (x) is chosen.

V (x) = xT (t)




5.8 5.51

5.51 5.51


x(t). (5.29)

Design parameters of the proposed optimal second order sliding mode controller (OSOSMC) are

chosen as follows:

G = [0 1], α = 7, β = 5, δ = 0.5, η = 0.6 and ε = 0.2.

The proposed optimal second order sliding mode controller (OSOSMC) is applied to stabilize the

system (5.27). The results obtained by applying the proposed optimal second order sliding mode

controller are compared with those obtained by using the adaptive sliding mode controller designed
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by Kuo et al. [10] which is discussed in Appendix A.10. The states and the control inputs obtained

by applying the proposed optimal second order sliding mode control (OSOSMC) and the adaptive

sliding mode control (ASMC) proposed by Kuo et al. [10] are shown in Figure 5.1 and Figure 5.2

respectively. It is observed from Figures 5.1-5.2 that both the controllers stabilize the considered

nonlinear uncertain system to the equilibrium state at the same rate although the control input in the

case of the proposed OSOSMC contains lesser chattering than that of Kuo et al. [10].
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Figure 5.1: States obtained by applying proposed OSOSMC and ASMC proposed by Kuo et al. [10]
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Figure 5.2: Control inputs obtained by applying proposed OSOSMC and ASMC proposed by Kuo et al. [10]

To measure the smoothness of the control input, the total variation (TV) [106] is computed for

both controllers. The control energy spent by the controller is found by calculating its second norm.

Table 5.1 shows the TV and the 2-norm of the control input calculated for the period from 0 to

10 sec with a sampling time of 0.1 sec. It is clear from Table 5.1 that the proposed OSOSMC is able

to produce a smoother control input with substantial reduction in the control effort than that of the

ASMC proposed by Kuo et al. [10].

Table 5.1: Comparison of control indices of the ASMC [10] and the proposed OSOSMC

Method Total Variation (TV) Control Energy

ASMC [10] 3.65 1.13
Proposed OSOSMC 1.52 0.60

Example 2: Tracking by a nonlinear uncertain system

A single inverted pendulum [4] is now considered. The state space model of the single inverted
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pendulum [4] is given as

ẋ1(t) = x2(t)

ẋ2(t) =
g sinx1(t) − [mlx22(t) cos x1(t) sin x1(t)

mc
+m]

l[43 − (m cos2 x1(t)
mc

+m)]
+

cos x1(t)
mc

+m

l[43 − (m cos2 x1(t)
mc

+m)]
u(t) + d(t)

y(t) = x1(t) (5.30)

where x1(t) is the swing angle and x2(t) is the swing speed. Parameters of the single inverted pendulum

are tabulated in Table 5.2. The disturbance d(t) is considered as 7 sin(10x1(t))+cosx2(t). The output

of the system is swing angle which is defined as y(t) = x1(t)

Table 5.2: Parameters of the single inverted pendulum [4]

Parameters Description values

g Gravitational constant 9.8 m.sec−2

mc Mass of the cart 1 kg
m Mass of the pendulum 0.1 kg
l Effective length of the pendulum 0.5 m

The proposed controller is used such that output y(t) = x1(t) tracks the desired trajectory xd(t) =

sin(0.5πt) using minimum control effort. Tracking error is defined as

e(t) =



e1(t)

e2(t)


 =



x1(t)

x2(t)


−



xd(t)

ẋd(t)


 (5.31)

To design the CLF based OSOSMC, the performance index J is considered as

J =

∫ ∞

0

[
l(e) + u21(t)

]
dt (5.32)

where l(e) is chosen as e21(t) + e22(t). The control Lyapunov function V is selected as

After preliminary simulation it was found that V (x) in 5.33 gives rises to the best optimization

and stabilization. Hence this value of V (x) is chosen.

V = eT (t)




1 0.5

0.5 0.4


 e(t). (5.33)
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The integral sliding surface is designed as

s(t) = e(t) −
∫ t

0
ėnom(τ)dτ = 0 (5.34)

where enom(t) is the nominal part of the system defined in error domain. Design parameters of the

proposed optimal second order sliding mode controller (OSOSMC) (5.26) are chosen as follows:

G = [0 1], α = 7, β = 5, δ = 0.5, η = 9 and ε = 0.2.

Simulation results are compared with those obtained by using the integral sliding mode controller

proposed by Mondal and Mahanta [4] which is discussed in Appendix A.4. The sliding surface designed

in [4] is given by

s1(t) = e(t) − e(0) −
∫
υnom = 0 (5.35)

where υnom is defined as υnom = −3sign(e1(t))|e1(t)| 34 − 2.5sign(e2(t))|e2(t)| 35

The controller designed in [4] is given by

u(t) = b
−1

[a− ẍd(t) + υnom − 10sign(s1(t))] (5.36)

where a =
g sinx1(t)−[mlx2

2(t) cos x1(t) sin
x1(t)
mc

+m]

l[ 4
3
−(m cos2

x1(t)
mc

+m)]
and b =

cos
x1(t)
mc

+m

l[ 4
3
−(m cos2

x1(t)
mc

+m)]
.

The states obtained by applying the proposed CLF based optimal second order sliding mode control

(OSOSMC) and the integral sliding mode control (SMC) [4] are shown in Figure 5.3 and Figure 5.4

respectively. The control inputs for these cases are compared in Figures 5.5- 5.6. It is observed from

Figures 5.5-5.6 that the proposed CLF base OSOSMC requires reduced control energy and contains

lesser chattering than the integral SMC [4] .
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Figure 5.3: States obtained by applying the proposed CLF based OSOSMC

0 1 2 3 4 5 6 7 8 9 10
−1

−0.5

0

0.5

1

1.5

Time (sec)

O
u
tp
u
t

 

 

Actual output	
Desired output
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Figure 5.5: Control input obtained by applying the proposed CLF based OSOSMC
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Figure 5.6: Control input obtained by applying the integral SMC [4]

To measure the smoothness of the control input, the total variation (TV) [106] is computed for

both the controllers. Further, 2-norm of the control input is calculated to assess the control energy

spent by the controller.

Table 5.3 shows the TV and the 2-norm of the control inputs calculated for the period from 0

to 10 sec with a sampling time of 0.1 sec. It is clear from Table 5.3 that the proposed CLF based

OSOSMC is able to produce a smoother control input with reduction in the control effort than that

of the integral SMC [4].
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Table 5.3: Comparison of control indices of proposed CLF based OSOSMC and integral SMC [4]

Method Total Control
Variation (TV) Energy

Proposed CLF based OSOSMC 320.31 106.92
Integral SMC [4] 640.17 121.54

5.3 Optimal second order sliding mode controller for nonlinear sys-
tems affected by mismatched uncertainties

Now an optimal second order sliding mode controller is proposed for the nonlinear system affected

by mismatched type of uncertainty. The optimal controller is designed for the nominal nonlinear system

using the control Lyapunov function (CLF) as discussed in the previous section. As the sliding mode

controller (SMC) cannot tackle the mismatched uncertainty, it is estimated by using a disturbance

observer. A second order sliding mode methodology is proposed by designing a non-singular terminal

sliding mode based on an integral sliding variable.

I. Problem statement

A nonlinear system with mismatched uncertainty is considered as given below:

ẋ(t) = f(x) + g(x)u(t) + g1d(t) (5.37)

where x(t) ∈ Rn is the state vector and u(t) ∈ R is the control input. Further, f(x), g(x) are the

nominal parts of the nonlinear system and g(x) 6= 0 ∀x in t ∈ [0,∞). Moreover, d(t) represents the

uncertainty affecting the system and g1 is not in the range space of g(x). As such, d(t) does not satisfy

the matching condition.

Assumption: The disturbance d(t) is unknown but bounded and ḋ(t) = 0.

The objective of the proposed control method is to design an optimal second order sliding mode

controller for the above nonlinear system affected by the mismatched uncertainty. The design of the

proposed observer based optimal second order sliding mode controller is divided into three steps, (i)

designing the optimal controller for the nominal nonlinear system, (ii) estimating the disturbance by

using a disturbance observer, (iii) designing the observer based second order sliding mode controller

to tackle the mismatched uncertainty. So, the control input u(t) is divided into two parts and can be
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expressed as

u(t) = u1(t) + u2(t) (5.38)

where u1(t) is the optimal control law to stabilize the nominal nonlinear system and u2(t) is the

sliding mode control used to keep the system onto the sliding surface to ensure robustness in presence

of mismatched uncertainties.

II. Optimal controller design

Neglecting the uncertainty, nominal part of the system defined in (5.37) can be written as,

ẋ(t) = f(x) + g(x)u1(t) (5.39)

and the performance index J chosen to optimize the control input u1(t) is defined as

J =

∫ ∞

0
[l(x) + u1(t)TRu1(t)]dt (5.40)

where l(x) is a continuously differentiable, positive semi-definite function, R ∈ R is positive definite

and [f, l] is zero state detectable, with the desired solution being a state feedback control law. The

optimal controller is designed for the nominal nonlinear system using the CLF as discussed in the

previous section. For the system defined in (5.39), the Lyapunov function is chosen as a positive

definite, radially unbounded function V (x) and the derivative of the Lyapunov function is given by

V̇ (x) = LfV (x) + LgV (x)u1(t) (5.41)

where L represents the Lie derivative operator.

Now, V (x) is a control Lyapunov function (CLF) if ∀x(t) 6= 0,

LgV (x) = 0 =⇒ LfV (x) < 0. (5.42)

By standard converge theorems [134], if (5.39) is stabilizable, then there exists a CLF. On the

other hand, if there exists a CLF for the system (5.39), then there also exists a feedback controller
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which stabilizes the system (5.39). The CLF based optimal controller is designed as follows

u1(t) =





−[
a(x)+

√
a(x)2+l(x)b(x)TR−1b(x)

b(x)b(x)T
]b(x)T for b(x) 6= 0

0 for b(x) = 0
(5.43)

where

a(x) = LfV (x), b(x) = LgV (x) (5.44)

Though the designed optimal controller minimizes the performance index (5.40), the major con-

straint for its application is the necessary prerequisite of exact knowledge about the system. If the

system is affected by uncertainty, the controller may fail. In order to overcome this limitation, a sliding

mode control strategy is embedded with the optimal controller.

III. Sliding mode controller based on disturbance observer

An integral sliding mode controller (ISMC) is combined with the optimal controller designed above

to impart robustness. However, a conventional ISMC cannot tackle the mismatched uncertainty.

So, the integral sliding surface is designed based on disturbance estimation by using a nonlinear

disturbance observer (DOB) [11] defined as follows:

ṗ(t) = −ρg1p(t) − ρ[g1ρx(t) + f(x) + g(x)u(t)]

d̂(t) = p(t) + ρx(t) (5.45)

where d̂(t) denotes the estimation of the disturbance d(t). Further, p(t), ρ represent the internal state

of the nonlinear disturbance observer and the observer gain respectively. Here ρ is chosen such that

ρg1 becomes positive definite. It implies that

ėd(t) + ρg1ed(t) = 0 (5.46)

is asymptotically stable, where ed(t) = d(t) − d̂(t). So, it can be written that

lim
t→∞

ed(t) = 0 (5.47)

The integral sliding variable s is chosen as follows:

s(t) = G[x(t) −
∫ t

0
Φ̇(τ)dτ + g1d̂(t)] (5.48)
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where G is a design parameter which is so chosen such that Gg(x) is invertible. Moreover, Φ̇(t) is

defined as

Φ̇(t) = f(x) + g(x)u1(t) (5.49)

First time derivative of the integral sliding variable s(t) in (5.48) is obtained as

ṡ(t) = G[ẋ(t) − Φ̇(t) + g1
˙̂
d(t)] (5.50)

Substituting the values of ẋ(t) and Φ̇(t) from (5.37) and (5.49) into (5.50) yields

ṡ(t) = G[g(x)u2(t) + g1d(t) + g1
˙̂
d(t)] (5.51)

Further, using the assumption that ḋ(t) = 0, second derivative of the sliding variable s(t) is found

as

s̈(t) = G[ġ(x)u2(t) + g(x)u̇2(t) + g1
¨̂
d(t)] (5.52)

To overcome chattering, a second order sliding mode is proposed by using a non-singular terminal

sliding variable σ(t) as follows:

σ(t) = s(t) + δṡ(t)
α
β (5.53)

where δ is the switching gain chosen such that

δ > 0 (5.54)

Here α, β are selected in such a way that these satisfy the conditions

α, β ∈ {2n + 1 : n is an integer} (5.55)

and

1 <
α

β
< 1.5 (5.56)

The motivation behind choosing a non-singular terminal sliding variable σ(t) in the second order

sliding mode control scheme is for achieving finite time convergence of the sliding variables. Taking
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the first time derivative of the terminal sliding variable (5.53) yields

σ̇(t) = ṡ(t) + δ
α

β
ṡ(t)

α
β
−1s̈(t)

= δ
α

β
ṡ(t)

α
β
−1(

β

δα
ṡ(t)2−

α
β + s̈(t)) (5.57)

For the design parameters α, β satisfying (5.55) and (5.56), it can be shown [79] that

ṡ(t)
α
β
−1

> 0 for ṡ(t) 6= 0

ṡ(t)
α
β
−1 = 0 only for ṡ(t) = 0 (5.58)

Further, from (5.54), (5.55) and (5.58), δαβ ṡ(t)
α
β
−1 in (5.57) can be replaced by η2 > 0 for ṡ(t) 6= 0.

Hence (5.57) can be written as

σ̇(t) = η2(
β

δα
ṡ(t)

2−α
β + s̈(t)) (5.59)

The above strategy of using a terminal sliding mode based on an integral sliding variable gives

rise to a second order SMC. Using the constant plus proportional reaching law [104] for the terminal

sliding variable σ(t) gives rise to

σ̇(t) = −η1sgn(σ(t)) − ε1σ(t) (5.60)

where η1 > 0 and ε1 > 0.

Substituting the value of σ̇(t) from (5.59), (5.60) can be expressed as

η2(
β

δα
ṡ(t)

2−α
β + s̈(t)) = −η1sgn(σ(t)) − ε1σ(t)

or,
β

δα
ṡ(t)2−

α
β + s̈(t) = −ηsgn(σ(t)) − εσ(t) (5.61)

where η = η1
η2
> 0 and ε = ε1

η2
> 0. Then (5.61) can be rewritten as

s̈(t) = −ηsgn(σ(t)) − εσ(t) − β

δα
ṡ(t)2−

α
β (5.62)
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Hence, from (5.62) and (5.52), the switching control law is designed as

u2(t) = −
∫ t
0 (Gg(x))−1

[
β
δα ṡ(τ)2−

α
β +Gġ(x)u2(τ)

+Gg1
¨̂
d(τ) + ηsgn(σ(τ)) + εσ(τ)

]
dτ (5.63)

Stability analysis of the sliding surfaces

Let us consider the Lyapunov function as V1(t) given by

V1(t) =
1

2
σ2(t)

V̇1(t) = σ(t)σ̇(t)

= σ(t)[ṡ(t) +
αδ

β
ṡ(t)

α
β
−1
s̈(t)]

= σ(t)[ṡ(t) +
αδ

β
ṡ(t)

α
β
−1

(Gg(x)u̇2(t) +Gġ(x)u2(t) +Gg1
¨̂
d(t))]

= σ(t)[ṡ(t) +
αδ

β
ṡ(t)

α
β
−1(− β

δα
ṡ(t)2−

α
β −Gġ(x)u2(t) −Gg1

¨̂
d(t) − ηsgn(σ(t))

− εσ(t) +Gġ(x)u2(t) +Gg1
¨̂
d(t))]

= σ(t)[
αδ

β
ṡ(t)

α
β
−1(−ηsgn(σ(t)) − εσ(t))]

=
αδ

β
ṡ(t)

α
β
−1[−|σ(t)|η − εσ(t)2]

≤ −αδ
β
ṡ(t)

α
β
−1[η + ε|σ(t)|]|σ(t)|

≤ −αδ
β
ṡ(t)

α
β
−1
κ|σ(t)| (5.64)

where κ = η + ε|σ(t)| > 0.Moreover, in [66] Wang et al. showed that ṡ
α
β
−1

(t) > 0 for |s(t)| 6= 0.

So, (5.64) can be written as

V̇1(t) ≤ −κ̂|σ(t)| where κ̂ =
αδ

β
ṡ(t)

α
β
−1
κ > 0 for |s(t)| 6= 0

≤ −κ̂|
√

2V1(t)| as V1(t) =
1

2
σ2(t) (5.65)

Hence, finite time stability of the sliding variable σ(t) is guaranteed [101,105].

Moreover, it can be proved that integral sliding variable s(t) converges to zero in finite time.

Suppose in time tr, σ(t) reaches zero from σ(0) 6= 0 and σ(t) = 0 ∀ t > tr. So, once σ(t) reaches zero,

it remains at zero and based on (5.64), s(t) will converge to zero in finite time ts. The total time
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required from σ(0) 6= 0 to s(ts) is defined as follows:

ts = tr +
α

α− β
δ

β
α s(tr)

α−β
α (5.66)

So, the sliding variables satisfy finite time convergence.

IV. Simulation results

The proposed disturbance observer based optimal second order sliding mode controller (DOB-

OSOSMC) is applied for stabilization of the following system [11]:

ẋ1(t) = x2(t) + d(t)

ẋ2(t) = −2x1(t) − x2(t) + ex1(t) + u(t) (5.67)

where initial state x(0) = [1 − 1]T and disturbance d(t) = 0.5 is applied after 6 sec. The system

(5.67) can be expressed as (5.37) where f(x) = [x2(t) − 2x1(t) − x2(t) + ex1(t)]T , g(x) = [0 1]T ,

g1 = [1 0]T . The performance index J is defined as

J =

∫ ∞

0


x(t)T




1 0

0 1


x(t) + u(t)T 1u(t)


 dt (5.68)

After preliminary simulation it was found that V (x) in 5.69 yields the best optimization and

stabilization results. Hence this value of V (x) is chosen.

V (x) = x(t)T




13 5

5 5


x(t). (5.69)

Design parameters of the proposed controller are tabulated in Table 5.4.

Table 5.4: Design parameters

Observer
and Parameters

Controllers

DOB ρ = [6 0]
ISMC G = [3.2 1]
TSMC α = 5, β = 3, δ = 2, η = 0.1 and ε = 0.1

Simulation results obtained by applying the proposed disturbance observer based optimal second

order sliding mode controller (DOB-OSOSMC) are compared with those obtained by using the dis-
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turbance observer based sliding mode controller (DOB-SMC) designed by Yang et al. [11] which is

discussed in Appendix A.11. States x1(t) and x2(t) obtained by applying the proposed DOB-OSOSMC

are shown in Figure5.7. In Figure 5.8, the states x1(t) and x2(t) obtained by using the DOB-SMC [11]

are shown. The control inputs obtained by applying the proposed DOB-OSOSMC and the DOB-

SMC [11] are compared in Fig. 5.9. Actual disturbance and its estimated value obtained by using the

proposed DOB-OSOSMC are shown in Figure 5.10.
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Figure 5.7: States x1(t) and x2(t) obtained by applying the proposed DOB-OSOSMC
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Figure 5.8: States x1(t) and x2(t) obtained by applying the DOB-SMC proposed by Yang et al. [11]
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Figure 5.9: Control inputs obtained by applying the proposed DOB-OSOSMC and the DOB-SMC proposed
by Yang et al. [11]
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Figure 5.10: Actual and estimated disturbance obtained by applying the proposed DOB-OSOSMC

From above figures it is evident that the proposed DOB-OSOSMC achieves similar performance

as that of the DOB-SMC designed by Yang et al. [11] but at the cost of a much reduced control input.

Moreover, the control input in the case of the DOB-SMC [11] contains excessive chattering whereas

the proposed DOB-OSOSMC offers a smooth chattering free control input.

To measure the smoothness of the control input, its total variation (TV) [106] is computed. For

getting knowledge about the energy spent by the control input, its 2-norm is calculated. Table 5.5

shows the TV and the 2-norm of the control input calculated for the period from 0 to 15 sec with

a sampling time of 0.01 sec. It is clear from Table 5.5 that the proposed DOB-OSOSMC is able to
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produce a smoother control input with substantial reduction in the control effort than the DOB-SMC

proposed by Yang et al. [11]

Table 5.5: Comparison of control indices

Method Total Control
Variation (TV) Energy

Proposed DOB-OSOSMC 2.85 15.32
DOB-SMC proposed by Yang et al. [11] 1533.60 112.09

5.4 Summary

In this chapter an optimal second order sliding mode controller is proposed for two types of non-

linear uncertain systems. In the first case, the nonlinear system is affected by the matched uncertainty

and in the second case, the nonlinear system is affected by the mismatched uncertainty. For both these

cases, the optimal controller is designed by using the control Lyapunov function (CLF). An integral

sliding mode controller is combined with the optimal controller to tackle the matched uncertainty. In

the case of mismatched uncertainty, a disturbance observer is used for uncertainty estimation based

on which the integral sliding surface is designed. To avoid the high frequency chattering inherent in

conventional first order sliding mode controllers, a second order sliding mode methodology is proposed

here and the same is realized by using an integral sliding variable based non-singular terminal sliding

mode. The terminal sliding mode converges the sliding variables in finite time. Simulation results

confirm that the proposed controller requires significantly lesser control effort than conventional slid-

ing mode controllers in stabilizing an uncertain nonlinear system. In addition, the proposed controller

reduces chattering to a large extent.

135



6
Conclusions and Scope for future work

Contents

6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.2 Scope for future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

136
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6.1 Conclusions

This thesis is an attempt to design a robust optimal control methodology to minimize the control

effort required for controlling an uncertain system. Specifically, this thesis aims to develop chattering

free optimal sliding mode controllers (OSMCs) for both linear and nonlinear systems which are affected

by matched and mismatched types of uncertainty. The common methodology adopted in the research

work is to use classical optimal control technique and utilize sliding mode control method to impart

robustness to the optimal controller for its unabated performance in the face of disturbances. The

thesis work yielded robust optimal controllers which are discussed briefly as follows.

An optimal adaptive sliding mode controller (OASMC) is designed to control the linear system

affected by matched uncertainty with unknown upper bound. The optimal controller is designed for

the nominal linear system based on the LQR technique and is combined with the SMC by designing an

integral sliding surface. As the upper bound of the uncertainty is unknown, an adaptive method is used

to design the switching control in the SMC. The proposed OASMC shows satisfactory performance

in stabilizing and tracking problems. Compared to conventional SMCs, the proposed optimal sliding

mode controller spends a lower control energy but maintaining similar performance standard. For

controlling linear systems affected by the mismatched uncertainty using minimum control input, a

disturbance observer based optimal sliding mode controller is proposed. The optimal controller is

designed for the nominal linear system based on the linear quadratic regulator (LQR) method and an

integral sliding surface is combined with the optimal control for making it immune to uncertainties.

The sliding surface is designed using estimated value of the mismatched uncertainty. A disturbance

observer is used for the disturbance estimation.

The main disadvantage of the OSMC is the presence of undesired high frequency chattering in the

control input which is detrimental for the controller. In order to overcome this inherent difficulty of

the OSMC, an optimal second order sliding mode controller (OSOSMC) is proposed. The optimal

controller is designed for the nominal linear system using the LQR technique and integrated with a

SOSMC. The second order sliding mode methodology is realized by designing a non-singular terminal

sliding surface based on an integral sliding variable. The proposed controller is applied for both

stabilization and tracking of linear uncertain SISO systems affected by matched uncertainty. The

proposed OSOSMC is also applied for stabilization of linear uncertain decoupled MIMO systems

affected by the matched uncertainty. The proposed optimal second order sliding mode controller uses
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a substantially lower control effort than some existing sliding mode controllers while offering the same

performance level.

For controlling nonlinear uncertain systems affected by matched uncertainty, an optimal second

order sliding mode controller (OSOSMC) is proposed using the state dependent Riccati equation

(SDRE). To design the SDRE based optimal controller, the nonlinear system needs to be represented

as a linear like structure. Using extended linearization, the nonlinear system is represented as a linear

like structure having state dependent coefficient (SDC) matrices. After designing the optimal con-

troller, it is integrated with the second order sliding mode controller (SOSMC) which is implemented

by designing an integral sliding variable based non-singular terminal sliding mode controller. The pro-

posed controller is applied for stabilization and tracking problems and it was found that the control

energy used in the proposed SDRE based optimal second order sliding mode controller is significantly

reduced compared to some existing sliding mode controllers but maintaining comparable performance

level. The proposed SDRE based OSOSMC is also successfully applied for stabilization of the chaotic

system which is a special case of highly unstable nonlinear systems. The proposed control strategy

can successfully stabilize those chaotic systems which can be represented as linear like structures.

The proposed SDRE based OSOSMC is not applicable for those nonlinear systems which cannot be

represented as linear like structures. For such nonlinear uncertain systems, a control Lyapunov function

(CLF) based optimal second order sliding mode controller (OSOSMC) is proposed. The CLF is chosen

for the open loop system and then a feedback controller is designed to optimize the desired performance

index. After designing the optimal controller for the nominal nonlinear system, it is integrated with the

SOSMC designed by using integral sliding variable based terminal sliding mode. The proposed CLF

based OSOSMC is applied for stabilization and tracking and in accordance with earlier results, it was

observed that the control energy used in the proposed CLF based OSOSMC is significantly lower in

comparison to some existing sliding mode controllers but without compromising on the performance

standard. The proposed CLF based OSOSMC cannot tackle mismatched uncertainty. In order to

handle mismatched uncertainty in nonlinear systems, a disturbance observer based optimal second

order sliding mode controller (DOB-OSOSMC) is proposed. The optimal controller is designed for

the nominal system based on the CLF and a disturbance observer is used to estimate the mismatched

uncertainty. Based on the estimated value of the uncertainty, an integral sliding variable is designed to

combine the optimal controller with the SMC. To mitigate chattering in the control input, the SMC

138



6.2 Scope for future work

is made second order by using a non-singular terminal sliding surface based on an integral sliding

variable. The proposed DOB-OSOSMC is applied for stabilization of nonlinear systems affected by

mismatched uncertainty and its performance is found to be superior than existing disturbance observer

based SMCs as regards control input usage and smoothness.

6.2 Scope for future work

There are several ways in which the work in this thesis can be extended and further investigated.

Some of them are listed as follows.

• The thesis is aimed at minimization of the control energy. In future, time optimization can also

be investigated.

• In this work infinite horizon optimal control problem is considered. In future, optimal second

order sliding mode controller may be designed by considering finite horizon optimal control

problem.

• The work presented in this thesis can be extended to design in discrete domain.

• The performance of the controller designed for nonlinear systems affected by the mismatched

uncertainty leaves scope for improvement.

• The proposed controller does not guarantee finite time convergence of the system states though

the sliding variables reach zero in finite time. In future attempt can be made to achieve finite

time stability of the system.
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A.1 Higher order sliding mode control based on integral sliding mode proposed by Laghrouche
et al.

A.1 Higher order sliding mode control based on integral sliding
mode proposed by Laghrouche et al.

In [1] Laghrouche et al. proposed a higher order sliding mode control methodology based on

integral sliding mode. Here a nonlinear system is considered as

ẋ = f(x, t) + g(x, t)u

y = s(x, t) (A.1)

where x is the state variable, u is the control input and s(x, t) is a measured smooth output function.

f(x, t) and g(x, t) are uncertain smooth functions. By defining a discontinuous control function, the

r-th order SMC approach allows finite time stabilization of the sliding variable s and its r−1 first time

derivatives to zero. The r-th order SMC of (A.1) with respect to the sliding variable s is equivalent

to the finite time stabilization of

żi = zi+1

żr = φ(.) + γ(.)u (A.2)

with 1 ≤ i ≤ r − 1 and z = [z1z2 · · · zr]T = [s s̈ s(r−1)]T and functions φ() and γ() are bounded

uncertain functions. System (A.2) is trivially rewritten as

żi = zi+1

żr = φ(.) + (γ(.) − 1)u+ u

żr = β(.) + u (A.3)

where β(.) = φ(.) + (γ(.) − 1)u. The control input u is divided into two parts as u = u0 + u1, with u0

being the ideal control and u1 being the integral sliding mode control. The ideal control u0 is found

optimally to he following performance criterion:

J =
1

2

∫ tF

0

[
zTQz + u21

]
dt (A.4)

where time tF is finite and Q is a symmetric positive definite matrix. The nominal system is

defined as
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ż = Az +Bu0 (A.5)

where A and B are given by A =




0 1 · · · 0

...
. . .

. . .
. . .

0
. . . · · · 1

0
. . .

. . . 0




and B =




0

...

0

1




.

The Control law u0 is defined as

u0 =





−BTPz +BTχ, for 0 ≤ t ≤ tF

−BTPz, for t ≥ tF .
(A.6)

where χ̇ = −(AT − PBBT )χ and 0 = PA + ATP − PBBTP + Q. To control system (A.3), the

sliding variable σ is chosen as

σ = zr −
∫
u̇0 (A.7)

The discontinuous control law u1 is designed as

u1 = ηsign(σ) (A.8)

where η > 0. In the example of the mass-spring-damper system (2.25) in Chapter 2, simulation was

conducted for Laghrouche et al.’s method [1] by choosing weighing matrix Q as an identity matrix

and η = 0.6.

A.2 Dynamic compensator-based second-order sliding mode con-

troller design for mechanical systems proposed by Chang

In [2] Chang proposed a compensator based second order sliding mode controller. Here a dynamic

system is defined as

ẋ1(t) = x2(t)

ẋ2(t) = A21x1(t) +A22x2(t) +B2(u(t) + d(t)) (A.9)

where the vector u(t) represents the control forces and the vector d(t) denotes unknown distur-

bances with the upper bound ||d(t)|| ≤ a. Here the system matrix is defined as A =




0 I

A21 A22



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and control distribution matrix is defined as B =




0

B2


.

To design the sliding surface, a matrix G is chosen such that the matrix [A − B(GB)−1GA] is

stable. Matrix G is decomposed as G = [G1 G2].

The sliding surface is proposed as

ṡ(t) = G2x1(t) + z(t) = 0 (A.10)

where z(t) is defined as

ż(t) = −L1z(t) − L1G2x1(t) +G1x1(t)

Here L1 is the positive definite diagonal matrix. The control law u(t) is proposed as

u(t) = −(G2B2)
−1(G2A21x1(t) − v(t) + L2s(t) +Ksign(s(t))) (A.11)

Further, L2 is a diagonal matrix and v(t) is found from

v̇(t) = −β(G2A22 +G1)x2(t) − βv(t) gain

where β > 0. In the example of the inverted pendulum (3.39) in Chapter 3, simulation was

performed for Chang’s method [2] with the following parameters:

G = [−2.0203 − 8.6720 − 2.2320 − 1.6992], L1 = 3, L2 = −1, K = −4, β = 30.

A.3 A novel higher order sliding mode control scheme proposed by
Defoort et al.

In [3] Defoort et al. proposed a higher order sliding mode controller for uncertain systems. In [3]

m single input single output independent integrator chains were defined as follows:

ż1,i = z2,i

...

żri−1,i = zri,1

żri,i = ωnom,i (A.12)
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∀ i ∈ {1, · · · ,m} and ωnom,i(z1,i) = −k1,isgn(z1,i)|z1,i|α1,i − · · · − kri,isgn(zr1,i)|zri,i|αri,i with

α1,i, · · · , αri,i satisfying αj−1,i =
αj,iαj+1,i

2αj+1,i−αj,i
, j = 2, · · · , ri and αri+1,i = 1, αri,i = αi.

The sliding surface was chosen as

σ = [zr1,1, zr2,2, · · · , zrm,m]T + zaux = 0 (A.13)

where żaux = −ωnom(z)

Then a control law was chosen as

u = ωnom(z) + ωdisc(z, zaux) (A.14)

where ωdisc(z, zaux) is the discontinuous control which was defined as

ωdisc(z, zaux) = −G(z)sign(σ) (A.15)

where gain G(z) satisfies G(z) ≥ (1−ν)||ωnom(z)||+ρ+η
ν with 1 ≥ ν > 0, η > 0 and ρ is the upper bound

of uncertainty.

For the simulation of triple integrator system (3.43) in chapter 3, the parameters are chosen as

ri = 3, k1,i = 1, k2,i = 1.5, k3,i = 1.5, αi = 3
4 , G = 1.5.

A.4 Adaptive integral higher order sliding mode controller for un-

certain systems proposed by Mondal et al.

In [4] Mondal and Mahanta proposed an adaptive integral higher order sliding mode controller for

uncertain systems. The uncertain system is defined as

żi = zi+1

żn = a(z) + b(z)u+ ∆Fn(z, t) (A.16)

where 1 ≤ i ≤ n− 1 and an integral sliding surface is chosen as

σ = zn − zn(0) −
∫
ωnom(z)dt = 0 (A.17)

where ωnom(z) = −k1sgnz1|z1|α1 − k2sgnz2|z2|α2 − · · · − knsgnzn|zn|αn with α1, · · · , αn satisfying

αi−1 = αiαi+1

2αi+1−αi
, i = 2, · · · , n and αn+1 = 1.
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A.5 Robust output tracking control of an uncertain linear system via a modified optimal
linear-quadratic method proposed by Shieh et al.

A conventional sliding surface is chosen as

σ1 = σ̇ + kσ = 0 (A.18)

Then the control law is obtained as

u̇ = −b(z)−1{ȧ(z) + ḃ(z)u− ωnom + k(żn − ωnom) + ρ1σ1 + T̂ sgnσ1} (A.19)

where ρ1 ≥ 0 and T̂ is the estimated value of the upper bound of uncertainty.

The adaptive tuning law is given by

˙̂
T = ν||σ1|| (A.20)

where ν is a positive constant.

For simulation of the triple integrator system (3.43) in Chapter 3, the parameters are chosen as

k = 2, ρ1 = 3, ν = 0.8, T̂ (0) = 0.5.

A.5 Robust output tracking control of an uncertain linear system

via a modified optimal linear-quadratic method proposed by
Shieh et al.

In [5] Shieh et al. proposed a robust output tracking problem for a class of uncertain linear systems.

The linear system is defined as

ẋ(t) = [A+ ∆A]x(t) + [B + ∆B]u(t) (A.21)

where x(t) is the system state and u(t) is the control law. The system matrix and control distribution

matrix are denoted as A and B respectively and ∆A, ∆B are system uncertainties.

For tracking control, an augmented system is proposed as

ẋ(t) = [A+ ∆A]x(t) + [B + ∆B]u(t) (A.22)

q̇(t) = Cx(t) − yr (A.23)

where q(t) is an auxiliary state and yr is the desired trajectory.

Then the augmented state equation is found as [5]

ż(t) = [Az + ∆Az]z(t) + [Bz + ∆Bz]u(t) + ξ (A.24)
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where z(t) = [x(t) q(t)]T , Az =




A 0

C 0


, ∆Az =




∆A 0

0 0


, Bz = [B 0]T , ∆Bz = [∆B 0]T ,

ξ = [0 − yr]
T .

The performance index is defined by

J =

∫ ∞

0
exp(2ǫ)[ζz(t)T z(t) + ρu(t)Tu(t)]dt (A.25)

where ζ > 0, ρ > 0 and parameter ǫ is also positive denoting the prescribed degree of stability.

The control input u(t) is obtained as

u(t) = −(1 + α)ρ−1BT
z Pz(t) = −(1 + α)kz(t) (A.26)

where P is the solution of the following Riccati equation and designed parameter α ≥ 0.

(Az + ǫIz)TP + P (Az + ǫIz) − ρ−1PBzB
T
z P + ζ = 0Iz (A.27)

with Iz the (n+ r)-dimensional identity matrix.

For simulation of the maglev vehicle model (3.59), design parameters are chosen as ǫ = 2, ρ =

1, ζ = 4000000, α = 1.

A.6 Dynamic sliding mode controller design for chattering reduc-
tion proposed by Chang

In [6] Chang proposed a dynamic sliding mode control methodology which could successfully

eliminate chattering in the control input. The uncertain system is defined as

ẋ(t) = Ax(t) +B(u(t) + d(t, x)) (A.28)

where x(t) is the state vector, u(t) is the control input vector and d(t) is the unknown matched

disturbance vector with the known upper bounds.

The sliding surface is chosen as

σ(t) = Gx(t) = 0 (A.29)
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proposed by Chen et al.

The chattering free sliding mode control law is proposed as

u̇(t) = −(GB)−1[(GAB + L1GB)u(t) − (GA2 + L1GA)x(t) − L2s(t) − ksign(σ(t))] (A.30)

where L1, L2 are positive definite diagonal matrices.

For the simulation of a batch reactor (3.87), the design parameters are chosen as

G =




−0.0106 −0.5565 −0.02 0.0934

−0.6031 −0.3576 1.1415 −1.2726


, L1 = 15, L2 = 100, k = 20.

A.7 Terminal sliding mode tracking control for a class of SISO un-

certain nonlinear systems proposed by Chen et al.

Chen et al. proposed [7] a terminal sliding mode tracking control for the single input and single

output (SISO) uncertain nonlinear system. The nonlinear system considered is given by

ẋi = xi+1, i = 1, 2, . . . , n− 1

xn = f(x) + g(x)u + d

y = x1 (A.31)

where x = [x1, x2, . . . , xn]T is the system’s measurable state vector, f(x) and g(x) are known

nonlinear functions, u is the system control input, y is the system output and d is the external

disturbance. To design a sliding mode disturbance observer with finite time convergence, the following

auxiliary variable is introduced,

s = z − xn (A.32)

where z is defined as

ż = −ks− βsign(s) − εsp0/q0 − |f(x)|sign(s) + g(x)u (A.33)

where p0 and q0 are odd positive integers with p0 < q0. Design parameters k, β and ε are positive

and β > |d|.

The terminal sliding mode disturbance estimate d̂ is given by

d̂ = −ks− βsign(s) − εsp0/q0 − |f(x)|sign(s) − f(x) (A.34)
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Terminal sliding mode is proposed as

σ1 = y − yd = 0 (A.35)

where yd is the desired trajectory. A recursive procedure for terminal sliding mode control of uncertain

nonlinear systems is proposed as

s2 = ṡ1 + α1s1 + β1s
p1/q1
1

s3 = ṡ2 + α2s2 + β2s
p2/q2
2

...

sn = ṡn−1 + αn−1sn−1 + βn−1s
pn−1/qn−1

n−1 + s (A.36)

(A.37)

where αi > 0 and βi > 0. Further, pi and qi for i = 1, 2, ..., n + 1 are positive odd integers with

pi < qi.

The control input u is obtained as

u = − 1

g(x)
(f(x) − y

(n)
d +

n−1∑

j=1

αjs
n−j
j +

n−1∑

j=1

βj
d(n− j)

dt(n−j)
s
pj/qj
j + d̂+ δsn + µspn/qnn ) (A.38)

where y
(n)
d is the n-th time derivative of y.

To simulate the Van der Pol circuit (4.40) defined in Chapter 4, design parameters are chosen as

k = 2500, β = 4, ε = 0.5, p0 = 5, q0 = 9, α1 = 50, β1 = 0.5, p1 = p2 = 5, q1 = q2 = 7, δ = 60, µ =

0.8.

A.8 Nonsingular terminal sliding mode control of nonlinear systems

proposed by Feng et al.

A global nonsingular terminal sliding mode control strategy for nonlinear systems was developed

by Feng et al. [8]. Here a third order nonlinear system is considered as given below,

ẋ1 = x2

ẋ2 = x3

ẋ3 = f(x) + d(x) + b(x)u (A.39)
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where x = [x1, x2, x3]T represents the system state vector, u is the control input, f(x) 6= 0 and

b(x) 6= 0 are two smooth nonlinear functions of x, d(x) represents the uncertainties.

The terminal sliding mode manifold is defined as

σ = x3 + c1x
α1
1 + c2x

α2
2 = 0 (A.40)

where α1 and α2 are found as

α1 = q/(2p − q)

α2 = q/p

Here design parameters p and q are positive odd integers satisfying 1 < p/q < 2.

The control law u is proposed as

u = b−1(x)(−f(x) + sat(uf , us) − ksgn(σ)) (A.41)

where uf = −c1α1x
α1−1
1 x2 − c2α2x

α2−1
2 x3 and us > 0.

To simulate the third order nonlinear uncertain system (4.42) in Chapter 4, the design parameters

are chosen as c1 = c2 = 1, k = 10.1, α1 = 3/5, α2 = 3/7, us = 2.

A.9 Adaptive sliding mode control in a novel class of chaotic systems
proposed by Roopaei et al.

Roopaei et al. [9] proposed a robust adaptive sliding mode control strategy for an uncertain chaotic

system. A time varying sliding surface is designed based on adaptive gain tuning.

The chaotic Lorenz system [9] is described as

ẋ = f(x, y, z) − αx+ ∆f(x, y, z) + u(t)

ẏ = xg(x, y, z) + zψ(x, y, z) − βy

ż = xh(x, y, z) − yψ(x, y, z) − γz (A.42)

where x, y and z are state variables and α, β, γ are non-negative known constants. All the four functions
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f(.), g(.), h(.), ψ(.) are considered as smooth. The sliding surface is designed as

σ(t) = x(t) + ϕ(t) = 0 (A.43)

where ϕ(t) is an adaptive function given by

ϕ̇(t) = yg(x, y, z) + zh(x, y, z) + αx+ ρx (A.44)

The control input u(t) is found as

u(t) = −yg(x, y, z) − zh(x, y, z) − ρx− f(x, y, z) + kasgn(σ) (A.45)

where ka is the reaching gain obtained by using the following adaptive law,

k̇a = −γ|σ(t)|. (A.46)

To simulate the chaotic systems defined in (4.58), (4.61) and (4.63) the parameters are chosen as

ρ = 7, γ| = 0.1, ka(0) = 10

A.10 Sliding mode control with self-tuning law for uncertain non-
linear systems proposed by Kuo et al.

In [10] Kuo et al. proposed an adaptive sliding mode controller for tracking of a second order

nonlinear uncertain system. Desired states was chosen as [0 0]T . Hence, it becomes a stabilization

problem.

Here a second order nonlinear uncertain system [10] is considered as

ẋ1(t) = x2(t)

ẋ2(t) = −(x21(t) + 1.5x2(t)) + u− (0.3sin(t)x21(t) + 0.2cos(t)x2(t)) + d(t)

(A.47)

where d(t) is a random noise of 0 mean and 0.5 variance. The sliding surface is designed as

σ(t) = c[x1(t) x2(t)] = 0 (A.48)
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observer proposed by Yang et al.

where c is a design parameter which is chosen as [1 1]. The control input u(t is proposed as

u(t) = (cg(x))−1(cf(x) + cg(x) + β̂φ(λ̂, σ)) (A.49)

where φ(λ̂, σ) is a bipolar sigmoid function. Two tuning parameters β̂ and λ̂ are introduced to

approximate the terminal gain and the terminal boundary layer.

To simulate the nonlinear uncertain system (5.27) in Chapter 5, design parameters are chosen as

c = [1 1], β̂(0) = 2, λ̂(0) = 2.

A.11 Sliding mode control for systems with mismatched uncertain-

ties via a disturbance observer proposed by Yang et al.

The proposed disturbance observer based optimal second order sliding mode controller (DOB-

OSOSMC) is compared with the disturbance observer based sliding mode controller (DOB-SMC)

proposed by Yang et al. [11].

The numerical system considered is defined as [11]:

ẋ1(t) = x2(t) + d(t)

ẋ2(t) = −2x1(t) − x2(t) + ex1(t) + u(t) (A.50)

where initial state x(0) = [1 − 1]T and disturbance d(t) = 0.5 is applied after 6 sec. The sliding

surface is designed as

σ(t) = x2(t) + cx1(t) = 0 (A.51)

where c is the design parameter. The control input u(t) is proposed as

u(t) = −(−2x1(t) − x2(t) + ex1(t) + c(x2(t) + d̂(t)) + ksign(σ(t))) (A.52)

Here d̂(t) is the estimated value of the mismatched disturbance and k is the switching gain. To simulate

the nonlinear uncertain system (5.67) in Chapter 5 design parameters are chosen as c = 5, k = 3.
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[34] K. D. Young and Ü. Özgüner, “Co-states for sliding mode design in linear systems,” Systems and Control
Letters, vol. 27, no. 4, pp. 233–242, 1996.

[35] C. Edwards, S. K. Spurgeon, and R. J. Patton, “Sliding mode observers for fault detection and isolation,”
Automatica, vol. 36, no. 4, pp. 541–553, 2000.

[36] R.-J. Wai and L.-J. Chang, “Adaptive stabilizing and tracking control for a nonlinear inverted-pendulum
system via sliding-mode technique,” IEEE Transactions on Industrial Electronics, vol. 53, no. 2, pp.
674–692, 2006.

[37] J.-J. Wang, “Stabilization and tracking control of X-Z inverted pendulum with sliding-mode control,”
ISA Transactions, vol. 51, no. 6, pp. 763–770, 2012.

[38] M. Basin and P. Rodriguez-Ramirez, “Sliding mode controller design for linear systems with unmeasured
states,” Journal of the Franklin Institute, vol. 349, no. 4, pp. 1337–1349, 2012.

153



References

[39] M. Jafarian and J. Nazarzadeh, “Time-optimal sliding-mode control for multi-quadrant buck converters,”
IET Power Electronics, vol. 4, no. 1, pp. 143–150, 2011.

[40] M. Rubagotti, M. Della Vedova, and A. Ferrara, “Time-optimal sliding-mode control of a mobile robot in
a dynamic environment,” IET Control Theory Applications, vol. 5, no. 16, pp. 1916–1924, 2011.

[41] E. Jafarov and R. Tasaltin, “Robust sliding-mode control for the uncertain MIMO aircraft model F-18,”
IEEE Transactions on Aerospace and Electronic Systems, vol. 36, no. 4, pp. 1127–1141, 2000.

[42] P.-M. Lee, S.-W. Hong, Y.-K. Lim, C.-M. Lee, B.-H. Jeon, and J.-W. Park, “Discrete-time quasi-sliding
mode control of an autonomous underwater vehicle,” IEEE Journal of Oceanic Engineering, vol. 24, no. 3,
pp. 388–395, 1999.

[43] C. Li, Y. Wang, L. Xu, and Z. Zhang, “Spacecraft attitude stabilization using optimal sliding mode
control,” in IEEE proceedings on Systems and Control in Aeronautics and Astronautics, 2010, pp. 1085–
1089.

[44] V. Utkin, “Variable structure systems with sliding modes,” IEEE Transactions on Automatic Control,
vol. 22, no. 2, pp. 212–222, 1977.

[45] S. Emelyanov, “Theory of variable-structure control systems: Inception and initial development,” Com-
putational Mathematics and Modeling, vol. 18, no. 4, pp. 321–331, 2007.

[46] C. Edwards and S. K. Spurgeon, Sliding Mode Control : Theory and Applications. Taylor and Francis,
1998.

[47] V. Utkin, Sliding Modes in Control and Optimization. Springer-Verlag, 1992.

[48] J.Zhou, R.Zhou, Y.Wang, and G.Guo, “Improved proximate time-optimal sliding-mode control of hard
disk drives,” IEE Proceeding Control Theory and Applications, vol. 148, no. 6, 2001.
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[50] R. Xu and Ü. Özgüner, “Optimal sliding mode control for linear systems,” in IEEE Proceedings on
Variable Structure Systems, 2006, pp. 143–148.

[51] H. P. Pang and G.-Y. Tang, “Global robust optimal sliding mode control for a class of uncertain linear
systems,” in IEEE Proceedings on Control and Decision, 2008, pp. 3509–3512.

[52] S. Janardhanan and V. Kariwala, “Multirate-output-feedback-based LQ-optimal discrete-time sliding
mode control,” IEEE Transactions on Automatic Control, vol. 53, no. 1, pp. 367–373, 2008.

[53] M. Basin, P. Rodriguez-Ramirez, A. Ferrara, and D. Calderon-Alvarez, “Sliding mode optimal control for
linear systems,” Journal of the Franklin Institute, vol. 349, no. 4, pp. 1350–1363, 2012.

[54] V. Utkin and J. Shi, “Integral sliding mode in systems operating under uncertainty conditions,” in Pro-
ceedings of the 35th IEEE Conference on Decision and Control, vol. 4, 1996, pp. 4591–4596.

[55] I. C. Baik, K. H. Kim, and M. J. Youn, “Robust nonlinear speed control of PM synchronous motor
using boundary layer integral sliding mode control technique,” IEEE Transactions on Control Systems
Technology, vol. 8, no. 1, pp. 47–54, 2000.

[56] F.Castaos and L.Fridman, “Analysis and design of integral sliding manifolds for systems with unmatched
perturbations,” IEEE Transaction on Automatic Control, vol. 51, no. 5, pp. 853–858, 2006.

[57] H. Pang and L. Wang, “Global robust optimal sliding mode control for a class of affine nonlinear systems
with uncertainties based on SDRE,” in IEEE Proceedings on Computer Science and Engineering, vol. 2,
2009, pp. 276–280.

[58] J.-X. Xu, “A quasi-optimal sliding mode control scheme based on control lyapunov function,” Journal of
the Franklin Institute, vol. 349, no. 4, pp. 1445–1458, 2012.

[59] R. Dong, G. Tang, and Y. Guo, “Optimal sliding mode control for uncertain systems with time delay,”
in IEEE Proceedings on Control and Decision, 2010, pp. 2814–2819.

154



References

[60] R. Dong, H.-W. Gao, and Q.-X. Pan, “Optimal sliding mode control for nonlinear systems with uncer-
tainties,” in IEEE Proceedings on Control and Decision, 2011, pp. 2098–2103.

[61] D.Rui and H.-W. Gao, “Optimal sliding mode design for nonlinear discrete-time systems,” IEEE Proceed-
ings on Control Conferece, pp. 738–742, 2011.

[62] M. Baradaran-nia, G. Alizadeh, S. Khanmohammadi, and B. F. Azar, “Optimal sliding mode control of
single degree-of-freedom hysteretic structural system,” Communications in Nonlinear Science and Nu-
merical Simulation, vol. 17, no. 11, pp. 4455–4466, 2012.

[63] Y. Huang and T. Kuo, “Robust position control of DC servomechanism with output measurement noise,”
Journal of Electrical Engineering, vol. 88, no. 3, pp. 223 – 228, 2006.

[64] Y.-J. Huang, T.-C. Kuo, and S.-H. Chang, “Adaptive sliding-mode control for nonlinear systems with
uncertain parameters,” IEEE Transactions on Systems, Man, and Cybernetics, Part B: Cybernetics,
vol. 38, no. 2, pp. 534–539, 2008.

[65] M. Defoort, F. Nollet, T. Floquet, and W. Perruquetti, “A third-order sliding-mode controller for a stepper
motor,” IEEE Transactions on Industrial Electronics, vol. 56, no. 9, pp. 3337–3346, 2009.

[66] Y. Wang, X. Zhang, X. Yuan, and G. Liu, “Position-sensorless hybrid sliding-mode control of electric
vehicles with brushless DC motor,” IEEE Transactions on Vehicular Technology, vol. 60, no. 2, pp. 421–
432, 2011.

[67] A. Levant, “Quasi-continuous high-order sliding-mode controllers,” IEEE Trans on Automatic Control,
vol. 50, no. 11, pp. 1812–1816, 2011.

[68] ——, “higher-order sliding modes, differentiation and outputfeedback control”,” Int. J. Contr., vol. 76,
pp. 924–941, 2003.

[69] ——, “Sliding order and sliding accuracy in sliding mode control,” Int. J. Control, vol. 58, pp. 1247–1263,
1993.

[70] ——, “Integral high-order sliding modes,” IEEE Transactions on Automatic Control, vol. 52, no. 7, pp.
1278–1282, 2007.

[71] S. Laghrouche, M. Smaoui, F. Plestan, and X. Brun, “Higher order sliding mode control based on optimal
approach of an electropneumatic actuator,” Int. J. Contr., vol. 79, no. 2, pp. 119–131, 2006.

[72] A. Estrada and F. Plestan, “Second order sliding mode output feedback control with switching gains-
application to the control of a pneumatic actuator,” Journal of Frnklin Institute, vol. 351, pp. 2335–2355,
2014.

[73] G. Bartolini, A. Ferrara, and E. Usai, “Chattering avoidance by second-order sliding mode control,” IEEE
Transactions on Automatic Control, vol. 43, pp. 241–246, 1998.

[74] Y.Feng, X.Han, Y. Wang, and X.Yu, “Second order terminal sliding mode control of uncertain multivari-
able systems,” International Journal of Control, vol. 80, no. 6, pp. 856–862, 2007.

[75] S. Mondal and C. Mahanta, “Nonlinear sliding surface based second order sliding mode controller for
uncertain linear systems,” Communications in Nonlinear Science and Numerical Simulation, vol. 16,
no. 9, pp. 3760–3769, 2011.

[76] S. Ding, S. Li, and W. X. Zheng, “Brief paper: new approach to second-order sliding mode control design,”
IET Control Theory and Applications, vol. 7, no. 18, pp. 2188–2196, December 2013.

[77] S.-Y. Chen and F.-J. Lin, “Robust nonsingular terminal sliding-mode control for nonlinear magnetic
bearing system,” IEEE Transactions on Control Systems Technology, vol. 19, no. 3, pp. 636–643, 2011.

[78] X. Yu and M. Zhihong, “Multi-input uncertain linear systems with terminal sliding-mode control,” Au-
tomatica, vol. 34, no. 3, pp. 389–392, 1998.

[79] H. Komurcugil, “Adaptive terminal sliding-mode control strategy for DC-DC buck converters,” ISA Trans-
actions, vol. 51, no. 6, pp. 673–681, 2012.

155



References

[80] S. Li, M. Zhou, and X. Yu, “Design and implementation of terminal sliding mode control method for
pmsm speed regulation system,” IEEE Transation on Industrial Informatics, vol. 9, no. 4, pp. 1879–1891,
Nov 2013.

[81] Y. Feng, X. Yu, and Z. Man, “Non-singular terminal sliding mode control of rigid manipulators,” Auto-
matica, vol. 38, no. 12, pp. 2159 – 2167, 2002.

[82] H.H.Choi, “An explicit formula of linear sliding surface for a class of uncertain dynamic systems with
mismatched uncertainty,” Automatica, vol. 34, no. 8, pp. 1015–1020, 1998.

[83] ——, “On the existance of linear sliding surfaces for a class of uncertain dynamic systems with mismatched
uncertainty,” Automatica, vol. 35, pp. 1707–1715, 1999.

[84] ——, “An LMI-based switching surface design method for a class of of mismatched uncertain systems,”
IEEE Transaction on Automatic Control, vol. 48, no. 9, pp. 1634–1638, 2003.

[85] ——, “LMI-based sliding surface design for integral sliding mode control of mismatched uncertain system,”
IEEE Transaction on Automatic Control, vol. 52, no. 4, pp. 736–742, 2007.

[86] W.Cao and J. Xu, “Nonlinear integral-type sliding surface for both matched and unmatched uncertain
systems,” IEEE Transaction on Automatic Control, vol. 49, no. 8, pp. 1355–1360, 2004.

[87] H.H.Choi, “Sliding-mode output feedback control design,” IEEE Transaction on Industrial Electronics,
vol. 55, no. 11, pp. 4047–4052, 2008.

[88] J. Silva, C.Edward, and S.K.Spurgeon, “Sliding-mode output-feedback control based on LMIs for plants
with mismatched uncertainties,” IEEE Transaction on Industrial Electronics, vol. 56, no. 9, pp. 3675–3683,
2009.

[89] X. Xiaozhu, P. Xueqin, and K. Deqi, “Terminal sliding mode control for a military robot system with
nonlinear disturbance observer,” in IEEE Conference on Industrial Electronics and Applications (ICIEA),
July 2012, pp. 2139–2143.

[90] R.-J. Wai and L.-J. Chang, “Adaptive stabilizing and tracking control for a nonlinear inverted-pendulum
system via sliding-mode technique,” IEEE Transactions on Industrial Electronics, vol. 53, no. 2, pp.
674–692, 2006.

[91] R.-J. Wai, “Fuzzy sliding-mode control using adaptive tuning technique,” IEEE Transactions on Industrial
Electronics, vol. 54, no. 1, pp. 586–594, 2007.

[92] H. Hu and P.-Y. Woo, “Fuzzy supervisory sliding-mode and neural-network control for robotic manipu-
lators,” IEEE Transactions on Industrial Electronics, vol. 53, no. 3, pp. 929–940, 2006.

[93] F. Plestan, E. Moulay, and A.Glumineau, “Output feedback sampling control: a robust solution based on
second order sliding mode,” Automatica, vol. 46, pp. 1096–1100, 2010.

[94] G. Bartolini, A. Levant, F. Plestan, E. Punta, and M. Taleb, “Adaptation of sliding modes,” IMA J. of
Mathematical Control and Information, vol. 30, pp. 285–300, 2013.

[95] F. Plestan, Y. Shtessel, V. Brgeault, and A. Poznyak, “New methodologies for adaptive sliding mode
control,” International Journal of Control, vol. 83, no. 9, pp. 1907–1919, 2010.

[96] M. Taleb, A. Levant, and F. Plestan, “Pneumatic actuator control : Solution based on adaptive twisting
and experimentation,” Control Engineering Practice, vol. 21, pp. 727–736, 2013.

[97] M. Taleb, F. Plestan, and B. Bououlid, “An adaptive solution for robust control based on integral high-
order sliding mode concept,” International journal of Robust and Nonlinear Control, vol. 25, pp. 1201–
1213, 2015.

[98] Y. Shtessel, M. Taleb, and F. Plestan, “A novel adaptive-gain supertwisting sliding mode controller:
methodology and application,” Automatica, vol. 48, pp. 759–769, 2012.

[99] F. Plestan and Y. Shtessel, “Sliding mode control with gain adaptation-application to an electropneumatic
actuator,” Control Engineering Practice, vol. 21, pp. 679–688, 2013.

156



References

[100] S. Bittanti, A. J. Laub, and J. C. Willems, Eds., The Riccati Equation. New York, NY, USA: Springer-
Verlag Inc., 1991.

[101] S. P. Bhat and D. S. Bernstein, “Lyapunov analysis of finite-time differential equations,” in American
Control Conference, Proceedings of the 1995, vol. 3, 1995, pp. 1831–1832 vol.3.

[102] B. D. O. Anderson and J. B. Moore, Optimal Control: Linear Quadratic Methods. Upper Saddle River,
NJ, USA: Prentice-Hall, Inc., 1990.

[103] M. Rubagotti, A. Estrada, F. Castaos, A. Ferrara, and L. Fridman, “Optimal disturbance rejection via
integral sliding mode control for uncertain systems in regular form,” in International Workshop on Variable
Structure Systems (VSS), 2010, pp. 78–82.

[104] J. Hung, W. Gao, and J. Hung, “Variable structure control: a survey,” IEEE Transactions on Industrial
Electronics, vol. 40, no. 1, pp. 2–22, 1993.

[105] A. Poznyak, A. Polyakov, and V. Strygin, “Analysis of finite-time convergence by the method of Lyapunov
functions in systems with second-order sliding modes,” Journal of Applied Mathematics and Mechanics,
vol. 75, pp. 289–303, 2011.

[106] S. Skogestad, “Simple analytic rules for model reduction and PID controller tuning,” J Process Contr,
vol. 13, no. 4, pp. 291 – 309, 2003.

[107] S.-C. Chan and W. K. S. Tang, “Chaotic dynamics of laser diodes with strongly modulated optical
injection,” International Journal of Bifurcation and Chaos, vol. 9, no. 10, pp. 3417–3424, 2009.
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