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Abstract

In this paper, closed form expressions for approximate symbol error rate (SER) are obtained using moment generating function (MGF) for a two branch cooperative communication system over generalized $\kappa - \mu$ and $\eta - \mu$ i.i.d. fading channels for BPSK and QAM modulation schemes. Selective Decode and Forward protocol is used at the relay transmitter. At the destination Maximal Ratio Combining (MRC) is used. Monte Carlo simulations are performed to verify the analytical results.
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I. INTRODUCTION

Cooperative communication [1] is a solution for reliable reception in single antenna systems. In cooperative communication, each user not only send their information but also forward other user’s information to the destination. Because of single antenna system there is no inter-antenna interference and also there is diversity gain advantage in cooperative communication. Generally Amplify and Forward (AF) and Decode and Forward (DF) protocols are used at the relay node. In AF protocol the received noisy signal at the relay will be amplified and forwarded to the destination whereas in DF protocol noisy signal at the relay will be first decoded and forwarded to destination if the signal decodes correctly.

The performance analysis of cooperative communication over classical fading channels have been studied in the past. Performance analysis of cooperative communication over Rayleigh, Weibull and Nakagami-$m$ fading channels are reported in [2]–[4]. In Incremental relaying cooperative communication the channel resources are used efficiently by not forwarding the information from relay to destination if the destination itself decodes it correctly [5].

The physical model of $\kappa - \mu$ and $\eta - \mu$ distributions are described in [6] and MGF of $\kappa - \mu$ and $\eta - \mu$ distributions are given in [7]. The $\kappa - \mu$ and $\eta - \mu$ distributions are best suited to model practical small scale fading channels in line of sight (LOS) and non-line of sight (NLOS) environments respectively [6]. $\kappa - \mu$ and $\eta - \mu$ are generalized models which accommodate the best known fading models such as Rayleigh, Rician, Nakagami-$m$, Nakagami-$n$ and Hoyt distributions etc. These models assume non homogenous physical environment which is closer to the practical scenario.
In this paper, we derived, for the first time, closed form expression for approximate SER for a two branch cooperative communication system over generalized $\kappa-\mu$ and $\eta-\mu$ fading channels for QAM and BPSK modulation schemes. In our analysis, we considered DF protocol at the relay. We also show SER results obtained from Monte Carlo simulations to validate our analytical results.

Section II describes the system model and about $\kappa-\mu$ and $\eta-\mu$ fading distributions. In Section III approximate SER expression is derived for BPSK and QAM modulation schemes. In Section IV simulation results were shown. The paper is concluded in Section V.

II. SYSTEM MODEL

Let us consider a Cooperative communication system with one source node (S) communicating with one destination node (D) and one relay node (R) as shown in Fig. 1 [8]. The transmission of information from the source to destination is performed in two orthogonal phases. In the first phase, the source broadcasts data to the relay and the destination. The received signals $y_{s,d}$ and $y_{s,r}$ at the destination and the relay, respectively, can be written as

$$y_{s,d} = \sqrt{p_1}fx + n_1$$
$$y_{s,r} = \sqrt{p_1}gx + n_2$$

in which $p_1$ is the transmitted power at the source, $x$ is the transmitted information symbol, $n_1$ and $n_2$ are zero-mean complex Gaussian random variables with variance $N_0$ and channel gains $f$ and $g$ are $\kappa-\mu$ or $\eta-\mu$ distribution fading coefficients between source and destination, and between source and relay respectively.

In second phase, for a Decode and Forward (DF) cooperation protocol, if the relay is able to decode the transmitted symbol correctly, then it forwards the decoded symbol with power $\bar{p}_2$ to the destination, otherwise the relay does not send or remains idle. The received signal $y_{r,d}$ at the destination can be written as

$$y_{r,d} = \sqrt{\bar{p}_2}hx + n_3$$

where $\bar{p}_2 = p_2$ if the relay decodes the transmitted symbol correctly, otherwise $\bar{p}_2 = 0$. $n_3$ is zero-mean complex Gaussian random variables with variance $N_0$ and channel gain $h$ is $\kappa-\mu$ or $\eta-\mu$ distribution fading coefficients between relay and destination.
destination. The fading coefficients \( f, g, \) and \( h \) are assumed to be known at the receiver, but not at the transmitter. The destination jointly combines the received signal from the source in phase 1 and that from the relay in phase 2, and detects the transmitted symbols by using Maximum-Ratio Combining (MRC) [9]. The total transmitted power has to satisfy \( p_1 + p_2 = p \).

A. The \( \kappa-\mu \) Distribution

The probability density function (PDF) of \( \kappa-\mu \) distributed RV is given as [6]

\[
p_{\kappa-\mu}(x) = \frac{2\mu^\mu}{\kappa^{\mu+1} \omega^\kappa} \left(\frac{1 + \kappa}{\Omega}\right)^{\frac{\mu+1}{2}} e^{-\frac{\mu(1+x)}{\Omega}} \times I_{\mu-1}\left(2\mu \sqrt{\frac{(1+\kappa)}{\Omega}} x \right)
\]

(4)

where \( \Omega = E[x^2], E[\cdot] \) is the expectation operator, \( \kappa > 0 \) and \( \mu > 0 \) are the parameters of the distribution and \( I_v(\cdot) \) is the modified Bessel function of the first kind and \( v^{th} \) order. The parameter \( \kappa \) is the ratio of the total power due to dominant components to the total power due to scattered components and \( \mu \) is the number of multipath clusters. This model includes Rice (\( \mu=1 \) and \( \kappa=K \)), Nakagami-\( m \) (\( \kappa \rightarrow 0 \) and \( \mu=m \)), Rayleigh (\( \mu=1 \) and \( \kappa \rightarrow 0 \)) and one sided Gaussian distribution (\( \mu=0.5 \) and \( \kappa \rightarrow 0 \)) fading models as special cases. This distribution is better suited for LOS propagation.

B. The \( \eta-\mu \) Distribution

The probability density function (PDF) of \( \eta-\mu \) distributed RV is given as [6]

\[
p_{\eta-\mu}(x) = \frac{4\sqrt{\pi}\mu^{\frac{\mu}{2}}}{\Gamma(\mu)H^{\frac{\mu}{2}}+\frac{1}{4}} \frac{\mu^{2\mu}}{\Omega^{\frac{3}{2}}} e^{-\frac{2\mu}{\Omega}} \times I_{\mu-\frac{1}{2}}\left(\frac{2\mu H}{\Omega} x^2 \right),
\]

(5)

where \( \Gamma(\cdot) \) is the gamma function, \( h \) and \( H \) are functions of the parameter \( \eta \) defined for two formats in next subsections, \( \mu \) denotes the number of multipath clusters. This fading model includes Hoyt (\( \eta=\eta^2, \mu=0.5 \)), Nakagami-\( m \) (\( \eta=1, \mu=m/2 \)), Rayleigh and one sided Gaussian distribution as special cases.

1) The \( \eta-\mu \) Distribution: Format 1: In this format \( 0 < \eta < \infty \) is the power ratio of the in-phase and quadrature components of the scattered-waves of each multipath. It is assumed that the in-phase and quadrature phase components of fading signal within each cluster are independent of each other and have different average powers. In this case, \( h = \frac{2+\eta^{-1}+\eta}{4} \) and \( H = \frac{\eta^{-1}+\eta}{4} \). Within \( 0 < \eta \leq 1 \), we have \( H \geq 0 \), on the other hand, within \( 0 < \eta^{-1} \leq 1 \), we have \( H \leq 0 \). Because \( I_v(-z) = (-1)^v I_v(z) \), the distribution is symmetrical around \( \eta=1 \). Therefore as far as the envelope (or power) distribution is concerned, it is sufficient to consider \( \eta \) only within one of the ranges. In Format 1, \( H/h = (1-\eta)/(1+\eta) \).

2) The \( \eta-\mu \) Distribution: Format 2: In this format \( -1 < \eta < 1 \) is the correlation coefficient between the in-phase and quadrature components of the scattered waves of each cluster. It is assumed that the in-phase and quadrature phase components of fading signal within each cluster are correlated and have identical powers. In this case, \( h = \frac{1}{1-\eta} \) and \( H = \frac{\eta}{1-\eta} \). Within \( 0 \leq \eta < 1 \), we have \( H \geq 0 \), on the other hand, within \( -1 < \eta \leq 0 \), we have \( H \leq 0 \). Because \( I_v(-z) = (-1)^v I_v(z) \), the distribution is symmetrical around \( \eta = 0 \). Therefore as far as the envelope (or power) distribution is concerned, it is sufficient to consider \( \eta \) only within one of the ranges. In Format 2, \( H/h = \eta \).
The combined signal at the MRC detector can be written as [8]

\[ y = \frac{\sqrt{P_1}}{N_0} f^* y_{s,d} + \frac{\sqrt{P_2}}{N_0} h^* y_{r,d} \]  

(6)

where \( f^* \) and \( h^* \) are the complex conjugates of \( f \) and \( h \) respectively.

The SNR of the MRC output is

\[ \gamma = \frac{P_1 |f|^2 + \tilde{P}_2 |h|^2}{N_0} \]  

(7)

A. BPSK modulation

The conditional SER can be calculated as [8]

\[ P_{\text{cond}}^{\text{bpsk}} (e) = \psi^{\text{bpsk}} (\gamma) \left| \tilde{P}_2 = 0 \right. \ * \psi^{\text{bpsk}} \left( \frac{P_1 |g|^2}{N_0} \right) + \psi^{\text{bpsk}} (\gamma) \left| \tilde{P}_2 = P_2 \ * \right. \left[ 1 - \psi^{\text{bpsk}} \left( \frac{P_1 |g|^2}{N_0} \right) \right] \]  

(8)

where \( \gamma \) is SNR, \( \psi^{\text{bpsk}} (\gamma) \) is conditional SER and is given by [10]

\[ \psi^{\text{bpsk}} (\gamma) = Q(\sqrt{2\gamma}) \]  

(9)

and \( Q(.) \) is \( Q \) function and is defined as

\[ Q(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} \exp \left( -\frac{y^2}{2} \right) dy \]  

(10)

by using approximation on \( Q(.) \) function [11]

\[ Q(x) \simeq \frac{1}{12} \exp \left( -\frac{x^2}{2} \right) + \frac{1}{4} \exp \left( -\frac{2x^2}{3} \right) \]  

(11)

The final approximated average SER can be given by

\[ P_{\text{bpsk}} (e) \simeq \varepsilon (p_1) * \xi_1 (p_1) + (1 - \varepsilon (p_1)) * \xi_2 (p_1 + p_2) \]  

(12)

where \( \varepsilon (p_1) \) is the probability of error at the relay after the first phase and is given by

\[ \varepsilon (p_1) \simeq \frac{1}{12} MGF_{p_1} (1) + \frac{1}{4} MGF_{p_1} \left( \frac{4}{3} \right) \]  

(13)

\( \xi_1 (p_1) \) is the Probability of error at the destination after the first phase and is given by

\[ \xi_1 (p_1) \simeq \frac{1}{12} MGF_{p_1} (1) + \frac{1}{4} MGF_{p_1} \left( \frac{4}{3} \right) \]  

(14)

and \( \xi_2 (p_1 + p_2) \) is the probability of error at the destination after the second phase and is given by

\[ \xi_2 (p_1 + p_2) \simeq \frac{1}{12} MGF_{p_1} (1) * MGF_{p_2} (1) + \frac{1}{4} MGF_{p_1} \left( \frac{4}{3} \right) * MGF_{p_2} \left( \frac{4}{3} \right) \]  

(15)
and MGF(\(s\)) is given by [7]

\[
MGF_{\kappa-\mu}(s) = \left[ \frac{\mu(1 + \kappa)}{\mu(1 + \kappa) + s\gamma} \right]^{\mu} \exp \left[ \frac{\mu^2\kappa(1 + \kappa)}{\mu(1 + \kappa) + s\gamma} - \mu\kappa \right] 
\]

(16)

\[
MGF_{\eta-\mu}(s) = \left( \frac{4\mu^2h}{(2(h-H)\mu + s\gamma)(2(h+H)\mu + s\gamma)} \right)^{\mu/2}
\]

(17)

B. 4-QAM modulation

The conditional SER can be calculated as [8]

\[
P_{\text{cond}}(\epsilon) = \Psi_{\text{qam}}(\gamma) \bigg|_{\beta_2=0} * \Psi_{\text{qam}}\left(\frac{p_1|x|^2}{N_0}\right) + \Psi_{\text{qam}}(\gamma) \bigg|_{\beta_2=p_2} * \left[ 1 - \Psi_{\text{qam}}\left(\frac{p_1|x|^2}{N_0}\right) \right]
\]

(18)

where \( \Psi_{\text{qam}}(\gamma) \) is conditional SER and is given by [10]

\[
\Psi_{\text{qam}}(\gamma) = 2Q\left(\sqrt{\frac{3}{4}\gamma}\right) - Q^2\left(\sqrt{\frac{3}{4}\gamma}\right)
\]

(19)

by using \( Q^2(\cdot) \) and is given by

\[
Q^2(x) \approx \frac{1}{144}\exp(-x^2) + \frac{1}{16}\exp\left(-\frac{4x^2}{3}\right) + \frac{1}{24}\exp\left(-\frac{7x^2}{6}\right)
\]

(20)

The final approximated average SER can be given by

\[
P_{\text{qam}}(\epsilon) \simeq \epsilon(p_1) \ast \xi_1(p_1) + (1 - \epsilon(p_1)) \ast \xi_2(p_1 + p_2)
\]

(21)

In the above equation, \( \epsilon(p_1) \), \( \xi_1(p_1) \) and \( \xi_2(p_1 + p_2) \) are defined as follows

\[
\epsilon(p_1) \simeq 2\left\{ \frac{1}{12}M_{p_1}^f\left(\frac{1}{4}\right) + \frac{1}{4}M_{p_1}^f\left(\frac{2}{4}\right) \right\} - \left\{ \frac{1}{144}M_{p_1}^f(1) + \frac{1}{16}M_{p_1}^f\left(\frac{4}{3}\right) + \frac{1}{24}M_{p_1}^f\left(\frac{7}{3}\right) \right\}
\]

(22)

\[
\xi_1(p_1) \simeq 2\left\{ \frac{1}{12}M_{p_1}^f\left(\frac{1}{4}\right) + \frac{1}{4}M_{p_1}^f\left(\frac{2}{4}\right) \right\} - \left\{ \frac{1}{144}M_{p_1}^f(1) + \frac{1}{16}M_{p_1}^f\left(\frac{4}{3}\right) + \frac{1}{24}M_{p_1}^f\left(\frac{7}{3}\right) \right\}
\]

(23)

\[
\xi_2(p_1 + p_2) \simeq 2\left\{ \frac{1}{12}M_{p_1}^f(1) * M_{p_2}^f\left(\frac{1}{2}\right) + \frac{1}{4}M_{p_1}^f\left(\frac{2}{3}\right) * M_{p_2}^f\left(\frac{2}{3}\right) \right\}
\]

\[
- \left\{ \frac{1}{144}M_{p_1}^f(1) * M_{p_2}^f(1) + \frac{1}{16}M_{p_1}^f\left(\frac{4}{3}\right) * M_{p_2}^f\left(\frac{4}{3}\right) + \frac{1}{24}M_{p_1}^f\left(\frac{7}{6}\right) * M_{p_2}^f\left(\frac{7}{6}\right) \right\}
\]

(24)

IV. Simulation Results

The derived approximate expressions of SER for different modulation schemes has been evaluated numerically and plotted with respect to average SNR, and are compared with the simulation results for different values of \( \kappa - \mu \) and \( \eta - \mu \) distributions.
Fig. 2: SNR vs. SER of BPSK for different values of $\kappa$ and $\mu$ with $p_1 = p_2 = p/2$

Fig. 3: SNR vs. SER of QAM for different values of $\kappa$ and $\mu$ with $p_1 = p_2 = p/2$

Fig. 2 curves represents approximate average SER vs. average SNR for BPSK modulation scheme showing the results for Rayleigh ($\kappa = 0, \mu = 1$), Rice ($\kappa = 1, \mu = 1$) and Nakagami-$m$ ($\kappa = 0, \mu = 2, 4$) as special cases of $\kappa - \mu$ distribution.

Fig. 3 curves represents approximate average SER vs. average SNR for 4-QAM modulation scheme showing the results for Rayleigh ($\kappa = 0, \mu = 1$), Rice ($\kappa = 2, \mu = 1$) and Nakagami-$m$ ($\kappa = 0, \mu = 2, 3$) as special cases of $\kappa - \mu$ distribution. Fig. 4 curves represents approximate average SER vs. average SNR for BPSK modulation scheme showing the results for Rayleigh ($\eta = 1, \mu = .5$) and Nakagami-$q$/Hoyt ($\eta = .01, .25, \mu = .5$) as special cases of $\eta - \mu$ distribution. Fig. 5 curves represents approximate average SER vs. average SNR for 4-QAM modulation scheme showing the results for Rayleigh ($\eta = 1, \mu = .5$), and Nakagami-$m$ ($\eta = 1, \mu = 1, 2$) as special cases of $\eta - \mu$ distribution.

V. CONCLUSION

In this paper approximate SER expression is derived for a cooperative communication system over the generalized $\kappa - \mu$ and $\eta - \mu$ distributed fading channels for BPSK and QAM modulation schemes using DF protocol. Representing $Q$ function as
Fig. 4: SNR vs. SER of BPSK for different values of $\eta$ and $\mu$ with $p_1 = p_2 = p/2$

Fig. 5: SNR vs. SER of QAM for different values of $\eta$ and $\mu$ with $p_1 = p_2 = p/2$

sum of exponentials makes the analysis simpler at the cost of a small deviation between the analytical and simulation results. The advantage of $\kappa - \mu$ and $\eta - \mu$ distribution is that we can model Rayleigh, Rice, Nakagami-m, Hoyt and one sided Gaussian channel models as special cases.
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