INTRODUCTION

My involvement in soil mechanics has been for quite some years, right from the beginning of my career. I was fascinated by soil mechanics activity when I made a casual visit to the Andhra Pradesh Engineering Research Laboratories. I joined their Soil Mechanics Laboratory to make a career for myself.

I was contemplating to deliver this lecture on one of the following aspects...

(i) Strength and deformation response of cohesionless soils in general stress system including plane strain,
(ii) crushing phenomena and response of cohesionless soils under high stresses including modelling of rockfills, or
(iii) stability of soil slopes and some important considerations in the design of high earth and rockfill dams.

During the last few years, at IIT Delhi, a base has been laid in the area of rock mechanics. In view of this I have accepted the advice of my colleagues to deliver this IGS Lecture on rock mechanics. Some results are beginning to come out of our research; I therefore choose "stability of rock mass" as the topic of this Lecture. I will confine myself to the strength aspect of intact – isotropic and anisotropic rocks, rock masses, to the stability of rock slopes and underground openings in squeezing grounds. Characterization of rocks and rock masses is essential for any realistic analysis of rock slopes, foundations of dams, or rock mass around tunnels. Numerous problems are being faced during open excavations in rock mass. On many occasions work in underground excavations had to be stopped for months in highly squeezing grounds in the Himalayas and therefore the relevance of the topic is being emphasized in this lecture.

Probably this is the first, in the series of lectures, on rock mechanics to be delivered in the country and I do hope many more will soon follow and generate considerable research activity. For the numerous problems we are facing both in hard and soft rock formations in this country, we alone have to find solutions to them by our active involvement.

Rock mechanics activity in terms of teaching, research and practice has been a recent phenomenon in India. Teaching at the post-graduate level was first started through an elective course at the Indian Institute of Science in 1964. During 1972, the subject was being taught as an elective only at four Institutes. To the undergraduates it was first introduced at the Indian Institute of Technology, Delhi, during 1971 and to the post-graduates, a set of courses in Rock Mechanics was offered for minor specialization during 1976. In 1977 at this Institute, a full-fledged master's programme in rock mechanics was started for civil engineers for the first time in this country. This programme has been opened to mining engineers in July, 1985 and is the only programme currently being offered.

Research in rock mechanics has been considerably slow. Reasonably good facilities now exist at some of the educational institutions like Banaras Hindu University, Indian School of Mines, Regional Engineering College, Kurukshestra, and to some extent at the University of Roorkee and the Indian Institutes of Technology located at Bombay and Kanpur. Some of the national research institutes, like Central Soil and Materials Research Station, Central Mining Research Institute, National Geophysical Research Institute and Central Water and Power Research Station have acquired good facilities for testing and research over the years. State research laboratories have also built up some testing facilities and started some research activities through the funds provided by the Central Board of Irrigation and Power. Of late, research publications from this country have been increasing in number both at the national and international levels.

At IIT Delhi we have been steadily building research facilities in rock mechanics in terms of laboratory testing and computer programmes. Apart form various laboratory testing equipment some of the important
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facilities that are available are:

(i) High pressure triaxial equipment to test rock specimens under confining pressures upto 1400 kg/cm² - it includes volume measuring system as well;

(ii) A biaxial loading frame for testing rock specimens upto 70x70x70 cm size with maximum loading upto 500 t vertical and 100 t horizontal with electrical and manual loading and unloading and rate control facility;

(iii) Geomechanics modelling facility to test scaled models (3 m long and 1 m high) for the study of deformation pattern and failure modes for underground and open excavations and also stability of fundations of dams;

(iv) Data logging system connected to LVDTs and load cells and pressure transducers; and

(v) Field testing facilities to load upto 500 t.

ROCK AND ROCK MASS

An intact rock is considered to be an aggregate of minerals without any structural defects. Such rocks are treated as isotropic, homogeneous and continuous. A rock mass includes structural features induced in it by the force field of its physical environment. These features viz., bedding planes, shear planes, fault planes, joint planes and fracture planes, render rock mass anisotropic, nonhomogeneous and discontinuous. Heavily fractured rock and intact rock are often treated as continuum. Because of the size and persistence or otherwise of the structural defects, testing of specimens of rock mass in the laboratory has become restrictive in practice. To a large extent, more than in the case of soils, greater relevance is placed on insitu evaluation of the response of rock mass in the anticipated stress range and stress field. Estimation of relevant parameters for the design of civil and mining engineering works is of paramount importance. Sometimes comprehensive data collection both from field and laboratory is carried out primarily to perform a realistic analysis of the rock mass, that is, to predict its deformational response and stability.

Strength of intact rock is influenced mainly by (i) geological, (ii) lithological, (iii) physical, (iv) mechanical and (v) environmental factors, as presented in Table 1.

| TABLE 1 |
| FACTORS AFFECTING INTACT ROCK STRENGTH |
| INTACT ROCK STRENGTH |
| Geological Age | Mineral Composition | Density/specific gravity | Specimen preparation | Moisture content |
| Weathering and other alterations | Cementing Material | Void Index | Specimen geometry | Nature of pore fluids |
| Texture and Fabric | Porosity | End contact/end restraint | Type of testing machine | Temperature |
| Anisotropy | | | Rate of loading | Confining Pressure |

STRENGTH CRITERIA FOR INTACT ROCKS

Under a given situation, geological, lithological, physical, environmental and most of the mechanical aspects remain constant and the influence of confining pressure is predominant. The effect of confining pressure on the strength of intact rock has been investigated extensively starting with von Karman (1911) who conducted pioneering experiments on Carrara marble in copper jackets and observed a nonlinear variation of strength with confining pressure. All the subsequent investigations conducted to study the influence of confining pressure...
confirm this nonlinear response. An important aspect of rock behaviour under triaxial condition is the change in behaviour from brittle to ductile nature at high confining pressures (Grigg 1936; Donath 1970; Mogi 1972; Hoshino et al. 1972; Ramamurthy and Goel 1973).

For argillaceous sandstone and siltstone, brittle to ductile transition occurs under confining pressure range of 1000-3000 kg/cm² (Handin and Hager 1957, Hoshino et al., 1972). For rock salt and gypsum this pressure is as low as 200-400 kg/cm². This transition was usually observed when \( \sigma_3 / \sigma_c \) is in the range of 3 to 5 (Schwarz 1954, Mogi 1965). A rare exception to this nonlinearity is the case of highly crystalline rocks like quartzite and granite which tend to exhibit linear response. The well known Navier-Coulomb theory based on maximum shear stress criterion predicts a linear behaviour. The classical Griffith's criterion based on failure of rocks in tension predicts to some extent a nonlinear response. However, these classical theories, though simple in concept and also in use, fail to predict rock behaviour universally. Hence a need has been felt to develop a failure criterion applicable to most rock types.

To overcome this inadequacy, an empirical power law was suggested by Murrell (1968) as

\[
\sigma_1 = \sigma_c + B(\sigma_3)^\alpha
\]  

or

\[
\tau = \tau_0 + b \sigma_n^a
\]

In the non-dimensional form these equations may be written as

\[
\left( \frac{\sigma_1}{\sigma_c} \right) = 1 + B \left( \frac{\sigma_3}{\sigma_c} \right)^\alpha
\]

and

\[
\frac{\tau - \tau_0}{\sigma_c} = K \left( \frac{\sigma_n}{\sigma_c} \right)^a
\]

where \( A, B, K, a \) and \( b \) are material constants,

\( \tau = \) shear strength at failure,

\( \tau_0 = \) shear strength at zero normal stress \( \sigma_n \),

\( \sigma_c = \) uniaxial compressive strength, and

\( \sigma_1, \sigma_2 = \) major and minor principal stresses.

An alternate form of this power law was suggested by Hoek (1968) in terms of maximum shear stress and associated normal stress as

\[
\frac{\tau_n - \tau_0}{\sigma_c} = D \left( \frac{\sigma_m}{\sigma_c} \right)^c
\]

where

\[
\tau_n = \frac{\sigma_1 - \sigma_3}{2}, \sigma_m = \frac{\sigma_1 + \sigma_3}{2}
\]

and \( C \) and \( D \) are material constants.

For sandstones \( D = 0.76 \) and \( C = 0.85 \); similar values for other rock types are not available.

Jaeger (1971) and Franklin (1971) elegantly summarized the failure criteria applicable to intact rocks. Figure I presents various forms of criteria in vogue up to early 1970. Before 1974 no systematic attempt was made to relate the constants of failure criteria with the lithologic classification of rocks. Using the normalized forms, many empirical criteria were evolved but the one suggested by Bieniawski (1974) has gained popularity and is expressed as

\[
\frac{\sigma_1}{\sigma_c} = 1 + B \left( \frac{\sigma_3}{\sigma_c} \right)^\alpha
\]

where \( \alpha = \) slope of the plot between \( \left( \frac{\sigma_1}{\sigma_c} - 1 \right) \) versus \( \left( \frac{\sigma_3}{\sigma_c} \right) \) on log-log plot, and
FIGURE 1 Failure Criteria: (a) Coulomb, (b) Poncelet, (c) Griffith, (d) Power law (Jaeger 1971)

$B$ = a material constant.

From a study of a range of South African rocks, Bieniawski had the distinction of linking up the constants of the failure criterion with the lithology of some rocks. He suggested that

- $\alpha = 0.75$ for all rock types
- and $B = 3.9$ for siltstone and sandstone,
  - 4.0 for sandstone,
  - 4.5 for quartzite, and
  - 5.0 for norite

Based on test results of four rock types, Brook (1979) modified Hoek's expression (1968) to take the form of

$$\frac{\sigma_m}{\sigma_c} = A \left( \frac{\sigma_m}{\sigma_c} \right)^n$$  \hspace{1cm} \text{(7)}$$

Conforming to non-linear response of strength with confining pressure through trial and error process, Hoek and Brown (1980) suggested the following equation,

$$\sigma_1 = \sigma_3 + \left[ m \sigma_c \sigma_3 + s \sigma_c^{2 \frac{1}{2}} \right]$$  \hspace{1cm} \text{(8)}$$

where $m$ and $s$ are material parameters; $s = 1$ for intact rocks and $m$ depends on rock type and has a wide range.

Yudbir et al., (1983) gave a general form to Bieniawski's expression as

$$\frac{\alpha}{\alpha_0} = A + B \left( \frac{\alpha_0}{\alpha} \right)^\alpha$$  \hspace{1cm} \text{(9)}$$

where $\alpha$ = slope of plot between $\left( \frac{\alpha}{\alpha_0} - A \right)$ and $\left( \frac{\alpha_0}{\alpha} \right)$ on log-log scale,

$B$ = material constant, and

$A$ = dimensional parameter which depends on rock quality; for intact rocks its value is unity.

Based on very limited data they proposed in the lines of Bieniawski a value of $B = 2$ for tuff, shale and limestone,

- 3 for siltstone and mudstone,
- 4 for sandstone, quartzite, and
5 for norite and granite.

When the analysis of test data was carried out by adopting the criteria referred to in the foregoing sometimes significant deviations were observed suggesting the need for developing a more realistic criterion to be applicable at least in the first instance to intact rock, with a possibility of extending it to estimate rock mass strength.

PROPOSED STRENGTH CRITERION

In order to develop a simple mathematical expression which would enable prediction of strength sufficiently accurate not only for intact, but also of anisotropic rocks and fractured rock masses covering the entire brittle and ductile regions, an attempt has been made through Mohr-Coulomb failure criterion (Rao, 1984, Ramamurthy, Rao and Rao 1985 and Rao, Rao and Ramamurthy, 1985) as detailed hereunder:

As per Mohr-Coulomb criterion,

\[(\sigma_1 - \sigma_3) = 2c \cos \phi + (\sigma_1 + \sigma_3) \sin \phi\]  \hspace{1cm} \text{(10)}

where \(c\) = cohesion intercept, and
\(\phi\) = friction angle.

By normalising and rearranging, Eq. 10 be written as

\[\left(\frac{\sigma_1 - \sigma_3}{\sigma_3}\right) = \frac{2c \cos \phi}{\sigma_3 (1 - \sin \phi)} + \frac{2 \sin \phi}{1 - \sin \phi}\]  \hspace{1cm} \text{(11)}

The term \(\frac{2c \cos \phi}{1 - \sin \phi}\) is equal to \(\sigma_u\) (unconfined compressive strength when \(\sigma_3 = 0\)).

therefore, \[\frac{\sigma_1 - \sigma_3}{\sigma_3} = \frac{\sigma_u}{\sigma_3} + \frac{2 \sin \phi}{1 - \sin \phi}\]

\[= \frac{\sigma_u}{\sigma_3} \left[1 + \frac{\sigma_u}{\sigma_3} \frac{2 \sin \phi}{1 - \sin \phi}\right]\]

To take care of the variations in \(c\) and \(\phi\) with increase of confining pressure \(\sigma_3\) and also to account for the non-linear behaviour, Eq. 12, is modified as

\[\left(\frac{\sigma_1 - \sigma_3}{\sigma_3}\right) = B \left(\frac{\sigma_u}{\sigma_3}\right)^a\]  \hspace{1cm} \text{(13)}

where \(B\) = rock material constant; function of rock type and quality; and
\(a\) = slope of plot between \(\frac{\sigma_1 - \sigma_3}{\sigma_3}\) and \(\frac{\sigma_u}{\sigma_3}\) on log-log plot.

The above expression is applicable for all values of \(\sigma_3 > 0\).

To establish the applicability of this expression, initially four sandstones selected from different geological formations ranging from the Vindhyans to recent Siwalik, were tested (Rao, 1984) using simple triaxial cell (Ramamurthy, 1975). These sandstones were

(i) Kota sandstone, belonging to Bhander series of Upper Vindhyans (600 m.y.),
(ii) Singrauli sandstone, belonging to Purewa bottom series of Raniganj group of the Gondwana system (150 m.y.).
(iii) Jhingurda sandstone, Singrauli coal fields, belonging to Purewa top series of Raniganj group of the Gondwana system (150 m.y.). and
FIGURE 2 Plot of Proposed Criterion for Argillaceous Rocks

(iii) Jamrani sandstone from a hydel project, U.P. belonging to the lower Siwalik of eastern Himalayas (25 m.y.).

In addition to the data of these four sandstones, similar data of 80 different rock types published in the literature were analysed. These include sedimentary (argillaceous, arenaceous, and chemical), metamorphic and igneous rocks. Plot of the data in terms of $(\sigma_1 - \sigma_3)/\sigma_3$ versus $\sigma_3/\sigma_3$ for argillaceous rocks (shales and slates), arenaceous (sandstone and quartzite), chemical (limestone, dolomite, anhydrite, rock salt and marble) and

FIGURE 3 Plot of Proposed Criterion for Arenaceous Rocks
FIGURE 4 Plot of Proposed Criterion for Chemical Rocks

DATA FROM
1. Kirbymoorsid L. st. (Brook 1979)
2. Limestone ( )
3. Tennesse marble (Wawersik & Fairhurst 1970)
4. Tennesse marble (Rummel & Fairhurst 1970)
5. Matlock L. st. (Brook 1979)
6. Carthage marble (Gnirk & Cheathan 1965)
7. Danby marble ( )
8. Lime stone (Stowe 1969)
9. Marble (von Karman 1911)
10. Dolomite (Handin & Hanger 1957)
11. Anhydrite ( )
12. Dolomite ( )
13. Rock salt (Hofer & Thoma 1968)
14. Indiana L. st. (Schwartz 1964)
15. Crown point L. st (Olsson 1974)

FIGURE 5 Plot of Proposed Criterion for Igneous Rocks

DATA FROM
1. Basalt (Hoshino et al 1972)
2. Liprite (Hoshino et al 1972)
3. White Liprite (Hoshino et al 1972)
4. Granite (Stowe 1969)
5. Basalt (Stowe 1969)
6. Syenite (Brook 1979)
7. Diorite (Mogi 1965)
8. Granite (Mogi 1965)
9. Andesite (Mogi 1965)
10. St. Mt. granite (Barton 1970)
12. Orikabe granite (Mogi 1974)
13. Mannari granite (Mogi 1974)
14. Tatsuyama Tuff (Mogi 1974)
Kota sandstone (β = 0)
△ Jamraii sandstone
□ Singrauli sandstone
○ Jhingurda sandstone

FIGURE 6 Plot of Proposed Criterion for Four Indian Sandstones

FIGURE 7 Plot of Bieniawski's Criterion for Igneous Rocks
Experimental observation

- Kota sandstone (β = 0°)
- Jamnani sandstone
- Singrauli sandstone
- Jhingarda sandstone
- Proposed criterion
- Hoek-Brown

**FIGURE 8** Comparison Between Predicted and Measured Strength of Sandstones

In Fig. 7, as per Bieniawski's criterion to emphasise that definite values cannot be assigned to constants in Eq. 6. The values of α obtained from Bieniawski's expression vary over a wide range, i.e., from 0.4 to 1.2. These values vary from one rock group to another and also even within the same rock group. Therefore, the assumption of a constant value of α from such wide variation is difficult to justify.

Using a constant value of α = 0.8 and the values of strength (σₚ) and σₚ(σₚ) for various values of σₚ, the values of B were calculated from Eq. 13. These values of B for the four sandstones fall in a close range from 2.13 to 2.69. Adopting s = 1 in Hoek-Brown criterion (Eq. 8), the values of m were estimated. The values of m vary widely from 1.42 to 13.26 (Table 2), whereas the suggested values of m for such rocks by Hoek and Brown (1980) is 15. Table 2 also presents the values of coefficient of determination (r²). These values of the coefficient are better for the proposed criterion than that for Hoek-Brown criterion suggesting definite advantage of the proposed criterion. A good agreement between the experimental results and proposed criterion is also reflected in Fig. 8.

A wide scatter in the values of m for different groups of rocks was observed and is indicated in Table 3, along with the values suggested by Hoek and Brown (1980).

Table 4 has been prepared from test results (as an illustration) on Indiana limestone (Schwartz, 1964). The values of B and m are listed for different confining pressures. The values of B are nearly same but the values of m vary considerably over the range of confining pressures of 7.03 to 562.40 kg/cm². The values of m decrease
**TABLE 2**

PARAMETERS EVALUATED FOR SANDSTONES

<table>
<thead>
<tr>
<th>Rock Type</th>
<th>Proposed Criterion</th>
<th>Hoek-Brown Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$B$ ($\alpha = 0.8$)</td>
<td>$r^2$</td>
</tr>
<tr>
<td>Kota sandstone $\beta= 0^\circ$</td>
<td>2.6900</td>
<td>0.999</td>
</tr>
<tr>
<td>Jamrani sandstone</td>
<td>2.5299</td>
<td>0.972</td>
</tr>
<tr>
<td>Singrauli sandstone</td>
<td>2.6286</td>
<td>0.998</td>
</tr>
<tr>
<td>Jhingurda sandstone</td>
<td>2.1373</td>
<td>0.955</td>
</tr>
</tbody>
</table>

*Calculated from the triaxial test data

**TABLE 3**

ESTIMATED RANGE AND SUGGESTED VALUES OF $m$ FOR DIFFERENT ROCKS

<table>
<thead>
<tr>
<th>Rock Types</th>
<th>Values of $m$</th>
<th>Estimated range</th>
<th>Values Suggested by Hoek &amp; Brown (1980)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Estimated range</td>
<td>Suggested by Hoek &amp; Brown (1980)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Argilaceous</td>
<td>$-0.091$ to $10.20$</td>
<td>(average 3.84)</td>
<td>10.0</td>
</tr>
<tr>
<td>2. Arenaceous</td>
<td>$-3.17$ to $21.0$</td>
<td>(average 4.85)</td>
<td>15.0</td>
</tr>
<tr>
<td>3. Chemical</td>
<td>$1.32$ to $14.42$</td>
<td>(average 5.75)</td>
<td>7.0</td>
</tr>
<tr>
<td>4. Igneous</td>
<td>$0.95$ to $32.84$</td>
<td>(average 11.41)</td>
<td>25.0</td>
</tr>
</tbody>
</table>

with increasing confining pressure suggesting that it will be difficult to assume a constant value of $m$ for any rock type. On the contrary, the value of $B$ for particular rock type could be very reliably obtained from tests carried out at least at any one convenient confining pressure.

Further, to verify the applicability of the proposed criterion in the range of brittle to ductile region, Mogi's transition line has been plotted in Fig. 9, for Indiana limestone and Talsuyma tuff. For both the rocks, coefficient of determination for the proposed criterion was higher than that for the Hoek - Brown criterion. The proposed criterion has the potential of predicting the strength in the compression range spreading over brittle and ductile

**TABLE 4**

VALUES OF $B$ AND $m$ FOR INDIANA LIMESTONE (SCHWARTZ, 1994) AT DIFFERENT CONFINING Pressures $\sigma_c = 445.20$ kg/cm²

<table>
<thead>
<tr>
<th>$\sigma_a$ (kg/cm²)</th>
<th>$\sigma_1$ (kg/cm²)</th>
<th>$B$ ($\alpha=0.8$)</th>
<th>$m$ (s=1)</th>
<th>$\gamma_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>70.3</td>
<td>679.6</td>
<td>1.94</td>
<td>5.54</td>
<td>2.35</td>
</tr>
<tr>
<td>140.6</td>
<td>855.3</td>
<td>1.99</td>
<td>4.89</td>
<td>2.21</td>
</tr>
<tr>
<td>210.9</td>
<td>1007.6</td>
<td>2.06</td>
<td>4.65</td>
<td>2.16</td>
</tr>
<tr>
<td>281.2</td>
<td>1089.7</td>
<td>1.98</td>
<td>3.64</td>
<td>1.90</td>
</tr>
<tr>
<td>351.5</td>
<td>1230.3</td>
<td>2.06</td>
<td>3.59</td>
<td>1.89</td>
</tr>
<tr>
<td>421.8</td>
<td>1288.8</td>
<td>1.97</td>
<td>2.88</td>
<td>1.69</td>
</tr>
<tr>
<td>492.1</td>
<td>1347.4</td>
<td>1.88</td>
<td>2.38</td>
<td>1.54</td>
</tr>
<tr>
<td>562.4</td>
<td>1429.4</td>
<td>2.02</td>
<td>2.16</td>
<td>1.46</td>
</tr>
</tbody>
</table>

Average 1.98 3.72 1.89
regions more accurately. On the other hand the predicted strength from Hoek-Brown criterion is higher at lower $\sigma_3$ and lower at higher $\sigma_3$. At still higher $\sigma_3$, this criterion overpredicts the strength.

Based on the detailed study of over 80 rocks and the four sandstones, Table 5 has been developed to enable a choice of the value of $B$ based on lithologic classification. This table covers different rock types, namely, igneous, sedimentary and metamorphic. The mean and standard deviation in the values of $B$ and $m$ for rock types classified in Table 5 are given in Table 6.

It is observed that the value of $B$ is low for soft rocks and high for hard ones within the group. Rocks of similar composition which become stronger due to further changes (say siltstone to shale) or due to metamorphism (from limestone to marble), clearly indicate an increase in the values of $B$. Such a sensitivity of lithology of rocks is somewhat similar to what one finds in Deere and Miller's classifications as well.
In the absence of any facilities of triaxial testing of rock specimens, this table serves as a good guide in the preliminary evaluation of strength envelope. One needs to know from laboratory tests only the uniaxial compressive strength of rock. When facilities exist it would be sufficient to conduct careful tests at least at any one convenient confining pressure to evaluate a realistic value of $B$ for generating the strength envelope. The proposed theory is thus simple and realistic to represent the strength criterion of intact rocks.

**STRENGTH CRITERION FOR ANISOTROPIC ROCKS**

An idealized cylindrical specimen of anisotropic rock with an oblique plane of weakness making an angle of $\beta$ with the axis of major principal stress ($\sigma_1$) is shown in Fig. 10. A large amount of experimental data (to quote a few, Donath 1964 on slate, Chenvert and Gatlin 1965 on sandstone, Attwell and Sandford 1974 on slate, Hoek and Brown 1980 on slate) clearly shows that the strength for all rocks is maximum for $\beta = 0$ and/or 90 degrees and minimum for $\beta$ in the range of 20 to 30°. It is also known that the degree of anisotropy considerably diminishes with increasing confining pressure.

A number of empirical strength criteria have been proposed based on the classical Navier-Coulomb and Griffith’s failure criteria. Some of the widely used theories for anisotropic rocks are those of Jaeger (1969, Walsh and Brace (1964) and of McIamore and Gray (1967). To evaluate these failure criteria, it is necessary to conduct triaxial tests at a minimum of three different confining pressures on specimens of at least three different orientations of $\beta$. These theories due to their obvious limitations cannot be used for evaluating the strength of rocks and to quantify the parameters with lithologic classification of rocks.

**FIGURE 10 (a) Typical Anisotropic Specimen Showing Variable Parameters during Testing and**

(b) $\sigma_1 - \beta$. Failure Pattern for Anisotropic Rock

**TABLE 5**

**MEAN VALUES OF PARAMETER B FOR DIFFERENT ROCKS**

<table>
<thead>
<tr>
<th>Sedimentary and Metamorphic Rocks</th>
<th>Chemical Rocks</th>
<th>Igneous Rocks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Argillaceous</strong></td>
<td><strong>Arenaceous</strong></td>
<td></td>
</tr>
<tr>
<td>Siltstone</td>
<td>Shales</td>
<td>Sandstone</td>
</tr>
<tr>
<td>Shales</td>
<td>Sandstone</td>
<td>Limestone</td>
</tr>
<tr>
<td>Arenaceous</td>
<td>Quartzite</td>
<td>Marble</td>
</tr>
<tr>
<td>Chemical</td>
<td></td>
<td>Anhydrite</td>
</tr>
<tr>
<td>Rocks</td>
<td></td>
<td>Dolomite</td>
</tr>
<tr>
<td>Chemical</td>
<td></td>
<td>Rocksalt</td>
</tr>
<tr>
<td>Rocks</td>
<td></td>
<td>Norite</td>
</tr>
<tr>
<td>Igneous</td>
<td></td>
<td>Liprite</td>
</tr>
<tr>
<td>Rocks</td>
<td></td>
<td>Basalt</td>
</tr>
<tr>
<td>Rock Type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sedimentary and Metamorphic Rocks</td>
<td>Chemical Rocks</td>
<td>Igneous Rocks</td>
</tr>
<tr>
<td>Siltstone</td>
<td>Shales</td>
<td>Sandstone</td>
</tr>
<tr>
<td>Shales</td>
<td>Sandstone</td>
<td>Limestone</td>
</tr>
<tr>
<td>Arenaceous</td>
<td>Quartzite</td>
<td>Marble</td>
</tr>
<tr>
<td>Chemical</td>
<td></td>
<td>Anhydrite</td>
</tr>
<tr>
<td>Rocks</td>
<td></td>
<td>Dolomite</td>
</tr>
<tr>
<td>Chemical</td>
<td></td>
<td>Rocksalt</td>
</tr>
<tr>
<td>Rocks</td>
<td></td>
<td>Norite</td>
</tr>
<tr>
<td>Igneous</td>
<td></td>
<td>Liprite</td>
</tr>
<tr>
<td>Rocks</td>
<td></td>
<td>Basalt</td>
</tr>
<tr>
<td>Parameter B</td>
<td>1.8</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>2.2</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>2.6</td>
<td>3.0</td>
</tr>
</tbody>
</table>
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Using the non-linear failure envelope predicted by Griffith's theory for plane compression and through a process of trial and error, Hoek and Brown (1980) presented an empirical failure criterion applicable for both isotropic and anisotropic rocks,

$$\sigma_1 = \sigma_3 + \left( m \sigma_c \sigma_3 + s \sigma_2^2 \right)^{\frac{1}{k}} \quad \cdots (8)$$

wherein

- $s = 1$ for intact rock, and
- $= 0$ for crushed rock,
- $m$ varies widely – a function of type and quality of rock.

In order to predict the strength of anisotropic or jointed rock from the proposed criterion, Eq. 13 can be written as:

$$\frac{\left( \sigma_1 - \sigma_3 \right)}{\sigma_3} = B_1 \left( \frac{\sigma_0}{\sigma_3} \right)^\alpha$$

where $\sigma_c$ = uniaxial compressive strength of rock with a weak plane or a joint oriented at $\beta$ greater than zero degrees, and

- $B_1$ = material constant for the joint orientation.

The strength predicted from Walsh and Brace, Jaeger, Hoek and Brown and also from the proposed theory at $\alpha = 25$ and 125 Kg/cm² for Kota sandstone are presented in Fig. 11 along with the experimental results. Both Walsh and Brace and Jaeger criteria yield poor prediction. Using the proposed criterion, the value of $B$, at $\beta = 0^\circ$ is 2.69 whereas at $\beta = 30^\circ$ this value is 2.51. The values of $B$, for other orientations ($\beta = 65^\circ$ and $\beta = 90^\circ$) fall in between these two values indicating that the variation of $B$, with $\beta$ is small, Thus one can consider $B$, to be a constant for a particular rock, and the prediction of strength will be sufficiently accurate for general use. On the other hand, for Kota sandstone using Hoek-Brown criterion, the variation in $m$ is from 13.25 to 7.77 and that in $s$ is from 1 to 0.63 for different values of $\beta$. Also for the proposed criterion, the coefficient of determination ($r^2$) at different orientation is above 0.999 whereas in the case of Hoek-Brown criterion, it is around 0.94 indicating an excellent matching of experimental results with the proposed criterion.

The applicability of this proposed criterion was verified (Rao, 1984) for the results of other anisotropic rocks like Green river shale, Arkansas sandstone and Permeen shale (Chenevert and Gatlin, 1965), Martinsburg shale (Donath 1964), Texas slate, Green river shale-1 and 2 (McLamore and Gray 1967), Barnsly hard coal (Pomeray et al., 1971), fractured sandstone (Horino and Ellickson, 1970) and Penrhyn slate (Attewell and Sandford 1974). The analysis of the data of these rocks indicates that except for Texas slate and Penrhyn slate, the values of $\alpha$ for all other rocks is around 0.80. The variation between $B$, and $B_1$ for these rocks is small, while the variation in $m$ and $m_1$, and $s$ and $s_1$ is large. The variation of $B$, with $\beta$ is also very small when compared with the variation in $m$ and $s$, for these rocks. The predictions using these values are presented only for two rocks in Figs. 12 and 13. Experimental results superimposed for comparison in these figures suggest better prediction of strength from the proposed criterion. Higher values of coefficient of determination also confirmed the versatility of the approach. Further the validity of $B$, values suggested for isotropic rocks has been confirmed for adoption even for anisotropic rocks, and thus the values of $B$, suggested for various rock types in Table 5, for intact isotropic rocks are applicable for anisotropic rocks as well.

### TABLE 6

**MEAN AND STANDARD DEVIATION OF $B$ AND $m$ PARAMETERS FOR DIFFERENT INTACT ROCKS**

<table>
<thead>
<tr>
<th></th>
<th>Argillaceous</th>
<th>Arenaceous</th>
<th>Chemical</th>
<th>Igneous</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>B</strong></td>
<td>2.10</td>
<td>2.15</td>
<td>2.51</td>
<td>2.73</td>
</tr>
<tr>
<td><strong>m</strong></td>
<td>4.04</td>
<td>5.18</td>
<td>5.74</td>
<td>11.12</td>
</tr>
<tr>
<td><strong>Standard Deviation</strong></td>
<td>0.29</td>
<td>0.34</td>
<td>0.34</td>
<td>0.43</td>
</tr>
<tr>
<td><strong>Deviation</strong></td>
<td>3.27</td>
<td>4.99</td>
<td>4.27</td>
<td>9.58</td>
</tr>
</tbody>
</table>
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Using the limited data available from tests on Panguna Andesite (Hoek and Brown 1983) the input parameters for the proposed criterion have been estimated. The ratios of $\sigma_{cm}/\sigma_c$ and $B_m/B$ (subscript $m$ for rock mass) alongwith the rating obtained from rockmass rating (RMR) classification of Bieniawski (1974) and rock mass quality index (Q–system) of Barton et al. (1974) have been presented in Fig. 14. With the relationship proposed (Bieniawski, 1974) between RMR and Q system, namely, $RMR = 9 \log Q + 44$, the positions of the scales have been fixed in this figure. With this limited data, the following empirical relationships are suggested for predicting the values of $\sigma_{cm}$ and $B_m$ when RMR or Q ratings of rock mass are known:

$$\sigma_{cm} = \sigma_c \exp \left[ \frac{RMR - 100}{18.75} \right]$$

...(15)

where $\sigma_c$ = intact rock strength in unconfined compression, and
Experimental results
---
Proposed criterion
Hoek & Brown
9000
Proposed criterion
Hoek & Brown
8000

(Data McLamore & Gray 1967)

FIGURE 13 Comparison between Predicted and Measured Strengths for Texas Slate

FIGURE 14 Plot of $\frac{\sigma_m}{\sigma_c}$ and $B_m/B$ for Panguna Andesite against Rock Mass Classification
\[ \sigma_m = \text{rock mass strength in unconfined compression}, \]

and

\[ B_m = B \exp\left[ \frac{\text{RMR} - 100}{75.5} \right] \]  

...(16)

where \( B = \text{material constant for intact rock, and} \)

\[ B_m = \text{material constant for rock mass}. \]

By assessing the rating values of rock mass from the field, estimation of \( B_m \) and \( \sigma_{cm} \) could be conveniently made either from Eqs. 15 and 16 or from the values given in Table 7.

With these values of \( B_m \) and \( \sigma_{cm} \), the strength of rock mass can be estimated by modifying Eq. 13 to the form

\[ \left( \frac{\sigma_1 - \sigma_3}{\sigma_3} \right)_m = B_m \left( \frac{\sigma_{cm}}{\sigma_3} \right)^\alpha \]  

...(17)

It should be noted that the relationships proposed above (Eqs. 15 and 16) for evaluation of \( \sigma_{cm} \) and \( B_m \) are based on very limited but reliable field experimental data. More field data is essential to refine these relations. However, these relations could be very well adopted for the analysis of most preliminary designs.

The great advantage and most significant aspect of the proposed criterion is that, based on lithologic classification, only one parameter has to be appropriately chosen from the Table 5. When no laboratory facilities exist to test intact rock specimens under a range of high confining pressures, this Table 5 and Eq 17 provide a means to arrive at the most appropriate parameters for design. When once the failure envelope is arrived at, the shear strength parameters \( c \) and \( \phi \) could be easily estimated for the appropriate stress range anticipated.

If some minimum laboratory facilities exist, at least one intact rock specimen could be tested at a convenient confining pressure. Using the values of \( \sigma_1 \) and \( \sigma_3 \) from the test, choosing \( \alpha = 0.8 \) and knowing \( \sigma_1 \) of the intact rock, \( B \) could be estimated and checked with the values given in Table 5, and adopted to generate the entire failure envelope. With this value of \( B \), using Eqs. 15 and 16, \( \sigma_{cm} \) and \( B_m \) for the rock mass could be estimated and the strength envelope for the rock mass could be predicted. The proposed failure criterion has therefore wide application.

### INFLUENCE OF A SINGLE PLANE OF WEAKNESS

In a laboratory test, orientation of the plane of weakness with respect to principal stress directions remains unaltered. Variation of the orientation of this plane can only be achieved by obtaining cores in different directions. In a field situation either in the foundations of dams, around underground or open excavations, the orientation of joint system remains stationary but the directions of principal stresses rotate resulting in a change in the strength of rock mass.

Jaeger and Cook (1979) developed a theory to predict the strength of rock containing a single plane of weakness. It assumes that the failure will take place as a consequence of sliding along the plane of weakness or a joint plane and is expressed as

\[ \left( \sigma_1 - \sigma_3 \right) = \frac{2c + 2\sigma_3 \tan \phi}{\left( 1 - \tan \phi \tan \beta \right) \sin 2\beta} \]  

...(18)

where \( \phi = \text{friction angle} \).

Failure by sliding will occur for all values of \( \beta \) falling between \( \phi \) and 90°. The minimum strength is obtained
when \(\tan 2\beta = -\cot \phi\) i.e.

\[(\sigma_1 - \sigma_3)_{\text{min}} = 2(c + \sigma_3 \tan \phi) [(\tan^2 \phi + 1)^{\frac{1}{2}} + \tan \phi] \quad \ldots (19)\]

This suggests that one has to first estimate the values of \(c\) and \(\phi\) along the joint plane. It is not clear whether the values of \(c\) and \(\phi\) are constant or vary with the orientation of joint plane. The test results reported by various investigators on anisotropic strength of rocks indicate only the variation of \((\sigma_1 - \sigma_3)\) and not the variation of \(c\) or \(\phi\) with \(\beta\).

An experimental programme was executed (Yaji, 1984) on cylindrical specimens of plaster of Paris, red sandstone from Kota region of Rajasthan and on pink granite of Guledgudda quarries in Karnataka with different orientations of cut planes. These three materials cover a wide range of compressive strength commonly observed for weak to extremely hard intact rocks. Table 8 provides their physical and engineering properties. This study was conducted with an objective to obtain answers to the following aspects:

1. Does failure always take place by sliding along the plane of weakness? Could it be that fracture takes place across the weak plane for some orientations?

2. How should one account for the variation of \(\sigma_c\), \(c\) and \(\phi\) with the orientation of weak plane?

3. How does the roughness along the joints alter the value of \(\sigma_c\), \(c\) and \(\phi\)?

Studies on the three materials mentioned above revealed some interesting findings which are covered under various subheads in the following.

### TABLE 8

<table>
<thead>
<tr>
<th>Property/Parameter</th>
<th>Material</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Plaster of Paris</td>
</tr>
<tr>
<td></td>
<td>Sandstone</td>
</tr>
<tr>
<td></td>
<td>Granite</td>
</tr>
<tr>
<td>1. Mass density (KN/m³)</td>
<td>12.25</td>
</tr>
<tr>
<td></td>
<td>22.5</td>
</tr>
<tr>
<td></td>
<td>26.5</td>
</tr>
<tr>
<td>2. Specific Gravity</td>
<td>2.61</td>
</tr>
<tr>
<td></td>
<td>2.63</td>
</tr>
<tr>
<td></td>
<td>2.69</td>
</tr>
<tr>
<td>3. Porosity (per cent)</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>&lt;1</td>
</tr>
<tr>
<td>4. Uniaxial Compressive Strength (\sigma_c) (MN/m²)</td>
<td>9.5</td>
</tr>
<tr>
<td></td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>123</td>
</tr>
<tr>
<td>5. Tensile Strength (MN/m²)</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>7.8</td>
</tr>
<tr>
<td></td>
<td>14.7</td>
</tr>
<tr>
<td>6. Tangent Modulus (E_t) (GPa)</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td>10.8</td>
</tr>
<tr>
<td>7. Cohesion Intercept (MN/m²)</td>
<td>2.17</td>
</tr>
<tr>
<td></td>
<td>14.0</td>
</tr>
<tr>
<td></td>
<td>25.5</td>
</tr>
<tr>
<td>8. Angle of Friction ((\phi^*))</td>
<td>40.5</td>
</tr>
<tr>
<td></td>
<td>44.0</td>
</tr>
<tr>
<td></td>
<td>46.5</td>
</tr>
<tr>
<td>9. Deere and Miller (1966)</td>
<td>EL</td>
</tr>
<tr>
<td></td>
<td>CL</td>
</tr>
<tr>
<td></td>
<td>BL</td>
</tr>
</tbody>
</table>

STUDY ON PLANAR JOINTS

This study is significantly different from the previous studies conducted on joints by Patton (1966), Ladanyi and Archambault (1971), Barton (1973), Barton and Choubey (1976) and Schneider (1976) wherein direct shear tests were carried out on joint planes and failure was by sliding over the joint plane or by shearing of the asperities. Also the mode of failure was influenced by the material strength and stress level.

In the present investigation specimens of Plaster of Paris were cast to have the joint plane at desired orientation using matching metal castings to obtain joint planes within the permissible limits of tolerance. For sandstone and granite, the specimens were cut along the desired inclinations and lapped to the specifications of ISRM to match the joint. Unconfined compression and triaxial tests conducted on these three materials revealed the following:

1. The modes of failure of specimens with planar joint under different confining pressures are summarised in Table 9. It is very clearly brought out that failure occurs predominately by sliding for values of \(\beta\) ranging from about 30° - 60°. For other ranges of \(\beta\) the failure pattern changes from vertical splitting to shearing across the joint plane, ignoring the presence of joint to propagate sliding. Splitting and slabbing are observed at lower confining pressure ranges which changed to shear failure across the joint plane at higher \(\sigma_3\). Therefore, it is...
Granite  
\[ \sigma_c = 0.07772\beta^2 - 6.093\beta + 113.6 \]

Sandstone  
\[ \sigma_c = 0.04012\beta^2 - 3.018\beta + 56.6 \]

Plaster of Paris  
\[ \sigma_c = 0.005158\beta^2 - 0.3416\beta + 6.654 \]

FIGURE 15 Variation of \( \sigma_c \) with Orientation of planar Joint
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FIGURE 16 Variation of \( \sigma_{cj} / \sigma_c \) with Orientation of Planar Joint
concluded that the mode of failure is a function of both $\beta$ and $\sigma_j$.  

2. $\sigma_q$ of specimens with horizontal or vertical joints was about 80 per cent of the $\sigma_c$ of the intact rock.  

3. The unconfined compressive strength was minimum when $\beta$ was between $30^\circ$ and $45^\circ$.  

4. The variation of $\sigma_q$ from $\beta =0^\circ$ to $\beta = 90^\circ$ can be represented by a polynomial (Fig.15) of the second order, namely  

$$\sigma_q = A\beta^2 + B\beta + C$$  

...(20)  

The constants $A$, $B$ and $C$ are given in Table 10.  

TABLE 9  
M ODES OF FAILURE IN PLANAR JOINT SPECIMENS  

<table>
<thead>
<tr>
<th>Confining</th>
<th>Joint inclination range</th>
<th>Mode of failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intact</td>
<td>0-15°</td>
<td>30-60°</td>
</tr>
<tr>
<td>Low ($\sigma_j = 0$)</td>
<td>Vertical splitting and local shearing, violent failure</td>
<td>Vertical splitting and local shearing, preformed joint plane</td>
</tr>
<tr>
<td>Medium ($\sigma_j&lt;5$ per cent of intact $\sigma_c$) combined with shearing</td>
<td>Tensile splitting accompanying shear fracture</td>
<td>Mostly sliding</td>
</tr>
<tr>
<td>High ($\sigma_j = 10$ per cent of intact $\sigma_c$)</td>
<td>Fracturing along a shear plane inclined at about (45+(\phi/2))to the horizontal</td>
<td>Shearing across the joint plane; joint is ignored.</td>
</tr>
</tbody>
</table>

TABLE 10  
VALUES OF CONSTANTS $A$, $B$ AND $C$ FOR ESTIMATING $\sigma_q$  

<table>
<thead>
<tr>
<th>Materials</th>
<th>Values of Constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>$B$</td>
</tr>
<tr>
<td>Plaster of Paris</td>
<td>0.005158</td>
</tr>
<tr>
<td>Sandstone</td>
<td>0.04012</td>
</tr>
<tr>
<td>Granite</td>
<td>0.07772</td>
</tr>
</tbody>
</table>

Figure 16 shows the variation of the ratio of $\sigma_q$ to $\sigma_c$ with $\beta$ The trends of variation are similar except that a weaker material like plaster of Paris shows greater minimum value in the region of $\beta$ from $30^\circ$ to $45^\circ$.  

5. Results of triaxial shear tests revealed that cohesion also varies with $\beta$ as was observed in the case of $\sigma_c$. This variation could be conveniently represented by a polynomial of the second degree (Eq.20). Figure 17 shows the variation of $c$ and its representation by an expression. The values of constants $A$, $B$ and $C$ are not the same as in the case of $\sigma_q$. These constants vary linearly on a semi-log plot and the lines representing these variations are nearly parallel to each other, and therefore, can be represented by the following expressions:  

$$A = \exp \left[ (\sigma_c - A')/\lambda \right]$$  

$$B = - \exp \left[ (\sigma_c - B')/\lambda \right]$$  

$$C = \exp \left[ (\sigma_c - C')/\lambda \right]$$  

...(21)
Granite
c = 0.01751\beta^2 - 1.394\beta 
+ 25.48

Sandstone
c = 0.006593\beta^2 - 0.5198\beta 
+ 12.69

Plaster of Paris
c = 0.001035\beta^2 - 0.07958\beta 
+ 1.692

**FIGURE 17** Variation of Cohesion with Orientation of Planar Joint

\[ A' = 272 \]
\[ B' = 103 \]
\[ C' = -20 \]
\[ \lambda = 37.32 \]

**FIGURE 18** Variation of Cohesion Coefficients A, B and C with \( \sigma_c \)
1. Roughness produces interlocking effect along the joint planes. Greater the roughness greater is the interlocking effect. Consequently, longitudinal splitting at lower confining pressures and clear well defined shear failure across the joint plane were observed.

2. Increase of roughness results in higher \( \sigma_d \) approaching the strength of intact specimen.

3. Figure 20 for different roughnesses produced along the joint planes inclined at \( \beta = 45^\circ \) or \( 60^\circ \) suggests that the ratio of cohesion of joint specimen (\( c_j \)) to that of intact specimen (\( c \)) increases with roughness. The roughness is defined as the ratio of amplitude of the protrusion on the joint surface to the joint length. When the roughness is almost equal to zero, this ratio of cohesion values also

4. The variation of friction angle \( \phi \) with \( \beta \) for all the three materials is small. For plaster of Paris, the variation is between 39.6° to 42.4° for values of \( \beta = 0^\circ \) to 90° and also for the range of confining pressures adopted. In the case of sandstone, these values of \( \phi \) fall between 42.4° and 45.5°, and for granite between 40.5° and 46.5°. As such, the variation in the values of \( \phi \) for the three materials having distinct unconfined compressive strengths is indeed small. Therefore, the values of \( \phi \) to be adopted with rotation of principal stress directions could be considered to be constant over the range of \( \beta \).
becomes nearly zero as suggested by tests on planar joints in plaster of Paris for similar values of $\beta$.

4. The value of friction angle did not change irrespective of the type of rough joints and its inclination and was close to that of an intact and a planar joint specimen.

5. Contrary to what has been observed in the case of planar joints rough joints indicate increase of $c/c$ up to a maximum value of 0.72 when $\beta = 45^\circ$, due to the high degree of interlocking. A similar trend of higher values of $\sigma_{ij}$ at $\beta = 45^\circ$ was also observed. From Mohr-Coulomb criterion, the uniaxial compressive strength $\sigma_c$ of intact rock can be expressed as

$$\sigma_c = \frac{2c\cos\phi}{1 - \sin\phi}$$

i.e. $$\frac{\sigma_c}{c} = \frac{2\cos\phi}{1 - \sin\phi}$$ ...

Most rocks which are coarse grained, massive, crystalline or arenaceous and having similar values of friction angle will have similar $\sigma_c/c$ ratios. For all the three materials, $\phi$ varies from 40.5° to 46.5°, the ratio $\sigma_c/c$ varies from 4.4 to 5.0. For most rocks when $\phi$ varies from 25 to 45°, this ratio may range from 3 to 5. One very interesting observation from the study of various joints of these three materials is that the values of ratio $\sigma_c/c$ or $\sigma_c/c_1$ essentially lie between 4 and 5. Planar joints exhibited lower ratios.

From the above findings it is obvious that whenever rotation of principal stress directions takes place, the following may be expected:

(i) The corresponding changes in $\sigma_c$ and $c$ may have to be appropriately considered;

(ii) Further, whenever first order protrusions on the joint planes do not interfere i.e. the gouge material is thick enough, one would expect considerable reduction in $c$ with the rotation of principal stresses as was observed in the case of planar joints;

(iii) If the protrusions on the joint plane interfere and produce inter-locking as is the case often with
closed joints, the variation in $c$ with the rotation of principal stresses may not be significant for consideration;

(iv) Even the values of Modulus number, $K$, and modulus exponent $n$, of Janbu's (1965) expression relating initial tangent modulus ($E$) with confining pressure $\sigma_3$ also undergo considerable change with the rotation of principal stresses;

(v) The value of $K$ attains a minimum and the value of $n$ attains a maximum in planar joints for $\beta = 45^\circ$. The variation in $K$ is similar to that of $c$ in planar joints.

(vi) The variation of friction angle with the rotation of principal stresses may not be significant, more so, with rough joints.

**INFLUENCE OF NUMBER AND LOCATION OF JOINTS**

For plaster of Paris representing weak rock, the variation of number of horizontal joints per meter length ($J_n$, joint frequency) with the ratio of uniaxial strengths of joint and intact specimens under unconfined compression has been presented in Fig. 21. The ratio of moduli of jointed specimen to that of the intact specimen is also included in this figure. The reduction of strength is observed to be lower than the modulus values with joint frequency. When there are 10 joints/m, the reduction in strength is only 10 per cent. whereas for 100 joints/m, the corresponding reduction is 50 per cent. On the other hand, the reduction in modulus is about 70 per cent for 100 joints/m.

The location of a single joint with respect to the loading surface defined by $d_j = D/B$ (ratio of depth of joint $D_j$ to the width or diameter, $B$, of the loaded area) greatly influences the strength of rock, Fig. 22. When the joint is located very close to the loading face, the strength of jointed rock is about 50 per cent of the intact value. Its effect is as important as the presence of 100 joints/m uniformly spaced. With the location of the joint away from the loading face, the strength of joint rock increases and attains a value, same as that of the intact rock when the joint is located at about 1.2 $B$ or beyond below the loading face. The ratio of moduli of joint to intact specimens with the variation of the location of joint is also shown in the Fig. 22. The modulus of the joint rock is higher than that of the intact rock so long as the joint is within the depth equal to the width of the loaded areas. In fact, the stiffness of the rock is highest when the joint is close to the loading face contrary to what has been observed for strength. Influence of the location of a joint on the stiffness continues to decrease even up to a depth twice the width of the loaded area.
Investigations are in progress to know how far this behaviour is also observed in different rocks. The influence of orientation, number of joints and the effect of confinement on the response of different rocks are being studied.

From Fig. 23, one also notes that the influence of anisotropy fast deteriorates for values of \( \sigma_{ij} / \sigma_j \) less than 5. When \( \sigma_{ij} / \sigma_j = 1 \), in most weak rocks, it appears that only about 10 per cent of strength anisotropy may be observed. For practical purposes one may assume that the effect of anisotropy may not be significant when the in situ hydrostatic stress is the same as the unconfined compressive strength of intact rock in the case of well defined joint rock mass.

MODULUS OF ROCK MASS

Bieniawski (1978), based on the data collected from field tests, suggested an empirical relation for the estimation of modulus of elasticity \( (E_m) \) of the rock mass (in GPa) as

\[
E_m = 2 \text{ RMR - 100} \quad \ldots (23)
\]

This equation suggests that when RMR value is 50, the modulus of rock mass is almost negligible. Even loose soils exhibit values of modulus greater than zero. Test results of Yaji (1984) on smooth and rough joint planes and the data provided in Fig. 21 on the reduction of modulus with number of joints one would expect \( E_m / E \) to be greater than zero, (where \( E_m = \) modulus of rock mass and \( E = \) modulus of intact rock, both the values are in unconfined state). If the joint inclinations are essentially falling between 30° to 45° (with the vertical or major principal stress) \( E_m / E \) may be close to zero. But when the joint inclinations are nearly horizontal, \( E_m / E \) could as well be equal to about 0.2. This is suggested by some field results reported by Bieniawski. Therefore, one may suggest the following relationships for practical use:

(i) For predominantly horizontal joints

\[
E_m / E = \exp (0.0217 \text{ RMR} - 2.17) \quad \ldots (24)
\]
(ii) For predominantly inclined joints, inclined at 30° to 45° to vertical
\[ E_m/E = \exp (0.0564 \text{RMR} - 5.64) \]  

**STABILITY OF ROCK SLOPES**

Stability of sloping ground has attracted considerable attention of geotechnical engineers during the past few decades due to the importance of controlling and preventing landslides, design and construction of road and railway embankments and cuttings, earth and rockfill dams, open excavations for foundations of dams and open pit mines. Cuts made for roads and railways are sometimes difficult and perpetually problematic. The cost of solving the slope problem connected with mining can be of great economic consideration. A few million tons of extra waste would have to be mined as a result of an average slope being reduced by 3 to 5 degrees in an open pit of about 400 x 400 x 150 m deep. Unlike soil slopes, rock slope stability is essentially governed by the joint sets, their relative orientation, the gouge material present in the joints and on the extent of excavation with respect to joint spacing. The mode of failure is primarily controlled by them.

**MODES OF FAILURE**

The modes of failure of rock mass are either circular, planar, wedge or toppling types. (Hoek and Bray 1977).

(i) **Circular mode**: When the stereographic representation of the joints by \( \pi \) diagram does not indicate any well defined planes of orientation one would expect rotational failure of rock mass along a curved surface; more often along a circular surface and mass movement takes place into the excavation. Such failures are expected in heavily fractured rock mass, more so when the joint material is clayey or when the joint faces are decomposed and also in coal tips and rockfills.

(ii) **Planar mode**: When a joint set is highly ordered, represented by a single pole concentration, the mode of failure is planar with the mass moving into the excavation, when the face of excavation is same or inclined to the strike direction of the joint plane. If the face of excavations is in the dip direction, failure by sliding along the joint plane will not result.

(iii) **Wedge mode**: When two or more pole concentrations are exhibited representing intersecting planes, wedge failure is likely to take place with the translatory movement of the rock mass in the form of a tetrahedron when the line of intersection of the planes of sliding daylight into the excavation.

(iv) **Toppling mode**: When the pole concentration lies on the opposite side of the pole of the face of excavation, failure by toppling of blocks of rock may take place particularly in steeply dipping column and sheet like rock mass structures.

Some of the rock slopes could remain almost at 45° for heights up to 200 m (Hoek, 1970), essentially due to high degree of interlocking and roughness along the joint planes. More often, rock slopes have been found to be flatter than 45° when the degree of interlocking is low and the material along the joints has weathered.

Analysis of rotational type of failure of soil and rock slopes along circular or curved surface has drawn considerable attention over the years.

**ROTATIONAL APPROACH**

Even though the earliest work on stability analysis was carried out by Coulomb (1773) and Collin (1846), significant contributions were largely due to the classical methods developed by Swedish engineers during the period 1915 to 1925. Swedish slip-circle method of slices for rotational slides developed by Fellenius (1927, 1936) has been the most widely used conventional technique for numerous practical problems. Among other significant contributions in this area are the works of Taylor (1948), Sokolovsky (1960), Janbu (1954), Bishop (1955), Morgenstern and Price (1965), Chugaev (1966) and Spencer (1967, 1968, 1969).

Bishop’s (1955) slip circle analysis formed the basis for further research in the stability analysis of slopes. This method is rigorous in its content satisfying both force and moment equilibrium conditions and also considered the presence of inter-slice forces. To circumvent the rather lengthy and involved tedious numerical computations Bishop simplified the original expression by assuming the direction of the interslice forces to be horizontal. The minimum factor of safety obtained by this method is a close approximation to the final value obtained by using the rigorous method. This implied that the factor of safety is insensitive to the distribution of internal forces. This analysis did not justify why an expression to obtain factor of safety not satisfying one of the basic conditions of
equilibrium should yield a solution close to the critical equilibrium state.

Morgenstern and Price (1965) suggested a method of analysing a slope using a general slip surface satisfying both force and moment equilibrium conditions and could consider slope sections with varying shear strength parameters and pore pressures. The analysis is based on the principles of limit equilibrium and need a priori assumption of the shape of the potential sliding mass as well as the distribution of internal forces. This method and the slip-circle method of Bishop gave similar values of factor suggesting insensitiveness of the factor to the varying distributions of internal forces within the potential sliding mass.

An Table 11, a comparison of some approaches has been made in terms of total and effective stress (Wolfskill and Lambe 1967) from the analysis of the failed slope of Siburua dam.

In alternative method of analysis for circular and logarithmic spiral slip surfaces based on Bishop's approach was presented by Spencer (1967, 1968, 1969). It was observed that a reasonably reliable value of minimum factor of safety can be obtained by assuming the inter-slice forces to be parallel. For lower angles of inclination of the inter-slice forces the factor of safety is found to be rather insensitive and supported the implications of Bishop's simplified approach.

Table 11
FACTORs OF SAFETY FROM DIFFERENT APPROACHES

<table>
<thead>
<tr>
<th>Method</th>
<th>Total Stress</th>
<th>Effective Stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rigid free body</td>
<td>0.77</td>
<td>1.00</td>
</tr>
<tr>
<td>Slip circle with slices</td>
<td>0.80</td>
<td>0.83</td>
</tr>
<tr>
<td>Bishop's simplified</td>
<td>0.80</td>
<td>0.97</td>
</tr>
<tr>
<td>Morgenstern &amp; Price</td>
<td>0.96</td>
<td>1.00</td>
</tr>
</tbody>
</table>

A detailed study of the approaches referred in the foregoing paragraphs bring forth some of the following shortcomings:

(i) None of the analyses illustrate absolute minimum factor of safety of a slope under a given situation.
(ii) Their inability is in locating the real critical slip surface.
(iii) Being a statically indeterminate problem the assumption of the potential slip surface and internal stress distribution is a must; often circular slip surface is assumed, to know the directions of normal forces on the slip surface and to eliminate moments about the centre of rotation.

Though the assumption of a circular slip surface makes the analysis simpler it lacks physical validity; more often, non-circular slip surfaces have been observed even in soils (Cooling and Golder, 1942, Hutchinson, 1961, Leggest, 1962, and Skempton, 1964). Therefore, circular slip surface analyses are generally accepted for practical problems as an approximate solution in the stability analysis. The analyses do not justify that the surface obtained leads to an absolute minimum. An analysis with ill-conditioned assumptions should lead to misleading results.

VARIATIONAL APPROACH

In order to eliminate the shortcomings of the slip circle method with interslice forces, a rigorous mathematical technique was adopted in the calculus of variations for the analysis of the stability of slopes in terms of effective stresses (Narayan, Bhatkar, Ramamurthy, 1976, 1978, 1982; Ramamurthy, Narayan Bhatkar, 1977; Ramamurthy, 1984). The slope stability problem was posed as a minimization problem in the calculus of variation (Goldstein, 1969) wherein, the stress distribution function was determined to minimize the factor of safety satisfying all equilibrium and boundary conditions and also the Mohr-Columb failure criterion was not violated anywhere along the slip surface.

The stability equations are obtained based on limiting equilibrium conditions considering the influence of effective interslice forces. This approach requires no a priori assumption regarding:

(i) the shape of the slip surface,
(ii) the internal stress distribution, and
(iii) the point of application of horizontal effective thrust line.
Two methods have been developed for obtaining the solution by this approach, namely,

(i) Indirect method (non-local variation)
(ii) Direct method (Raleigh-Ritz technique).

By adopting the limit equilibrium method of analysis, the stability equations of any slope in general are obtained by considering the critical state of equilibrium of the various forces acting over an infinitesimal slice situated within the potential sliding mass. Figure 24 shows a section through a slope with a general slip surface and a and b as the boundaries defined by a \((x_a, y_a)\) and b \((x_b, y_b)\) on the slope section. The given slope is represented by any known function \(y = y(x)\), i.e. DaBC in the figure and the potential sliding surface by \(y = y(x)\) with a and b as its boundary points on the slope. Functions \(y = y(x)\) and \(y = y'(x)\) define the line of action of total and effective horizontal thrust lines respectively. The elemental sliding surface is represented by 1234. Figure 25 shows the various forces acting on the elemental slice and the force polygon of these forces.

The sitability equations framed under the limit equilibrium conditions (Ramamurthy, Narayan and Bhatkar, 1977) reduce to minimization problem in the calculus of variations. The problem is to find a critical slip surface \(y^o(x)\) and shear mobilizing factor function \(f^o(x)\) which minimizes an appropriately defined factor of safety.

The overall factor of safety \((F_s)\) along the slip surface and average factor of safety \((F_v)\) along the interslice boundary were written as :

\[
F_s = \frac{\int_{x_a}^{x_b} \left[ a_1 (1 + y''_1^2) + a_3 \left( a_2 (y_0 - y_1) (1 - h) - y'_1 \left[ y_2 \left( y'_0 - y'_1 \right) - \frac{1}{2} a_2 a_3 \right] \right) \right] \, dx}{\int_{x_a}^{x_b} \left[ a_2 (y_0 - y_1) y'_1 (1 - h) + \frac{1}{F_v} \left[ (1 + a_3 y_2) \left( a_1 (y'_0 - y'_1) - \frac{1}{2} a_2 a_3 \right) \right] \, dx \right]}
\]

\[
F_v = \frac{\int_{x_a}^{x_b} \left[ \left( a_1 (y_0 - y_1) - \frac{1}{2} a_2 a_3 h(y_0 - y_1)^2 \right) (1 + a_3 y_2) \right] \, dx}{\int_{x_a}^{x_b} \left[ \left( a_1 (y_0 - y_1) - \frac{1}{2} a_2 a_3 h(y_0 - y_1)^2 \right) (y'_1 - y'_2) \right] \, dx}
\]

Where

\(a_1 = c', \ a_2 = \gamma, \ a_3 = \tan \phi', \ h(x) = r'_u, \ h'(x) = r''_u, \ y_1(x) = y(x), \ y'_1(x) = y'(x), \ y_2(x) = f(x)\) and \(y'_2(x) = f'(x)\)

247
Figure 24 Sliding Mass considered in Variational Method

Figure 25 (a) Forces on a Slice, (b) Force Polygon
Figure 26 Slope Stability Chart for $\gamma_a = 0$

Figure 27 Slope Stability Chart for $\gamma_a = 0.2$

Figure 28 Slope Stability Chart for $\gamma_a = 0.3$
The minimization of the functional of the form $J(y)$ given by Eq. 26 can be obtained by using either indirect method or direct method in the calculus of variation. The indirect method was described in detail by Narayan, Bhatkar and Ramamurthy (1976). The direct method (Ramamurthy, Narayan and Bhatakar, 1977) is very briefly presented herein for completeness and used to develop slope stability charts.

DIRECT METHOD OF MINIMIZATION

Using the well known Raleigh-Ritz technique (Gelfand and Fomin, 1963), the overall factor of safety has been minimized. The method of local variations (Chernovs'ko 1965) could also be adopted. In Ritz method the functional $J[y_1, y_2]$ defining $F_1$ (Eq. 26) was not considered along arbitrary admissible functions $y_1(x)$ and $y_2(x)$ but along all possible linear combinations.

$$y_1(x) = \sum_{i=1}^{m} a_i \psi_i(x) \quad \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cd -
Slope angle 26.2°, 30 m height having 30 m crest width, c'/yH=0.02, γ = 1.92g/cm³, r_u = 0.5, φ' = 40°

A definite gain of about 5 per cent in the overall factor of safety along the slip surface is suggested by the variational approach. The critical slip surface associated with the minimum factor of safety obtained by variational method considerably deviates from the critical slip circle obtained by conventional approaches. The variational method suggests that any assumption of internal stress distribution within the potential sliding mass may lead to ill-conditioned functions resulting in mis-interpretation of numerical results. The assumed function for internal stress distribution must satisfy all equilibrium and boundary conditions and also the conditions for minimum factor of safety and critical slip surface. The normal stress distribution along the potential sliding surface is related to the critical slip surface. A typical normal stress (σ_n) distribution along a critical slip surface is shown in Fig. 30.

The variation of effective inter-slice force, E', along the critical slip surface is shown in Fig. 31. Though the existing methods of analysis yield results which are meaningful by assuming some normal stress distribution, the results themselves do not necessarily refer to the absolute minimum. The factor of safety, slip surface, normal stress distribution, internal stress distribution and the position of horizontal effective thrust line are largely influenced by the pore pressure developed along the potential sliding mass.

<table>
<thead>
<tr>
<th>Method</th>
<th>F_s</th>
<th>F_y</th>
<th>Percentage difference in F_s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slip-circle analysis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spencer (1967)</td>
<td>1.070</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variational Method</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct</td>
<td>1.126</td>
<td>1.454</td>
<td>5.25</td>
</tr>
<tr>
<td>Indirect</td>
<td>1.124</td>
<td>1.451</td>
<td>5.0</td>
</tr>
</tbody>
</table>

The slip surfaces obtained by the direct and indirect variational methods lie very close to each other. The slip surface obtained by the variational method has a varying curvature and has its apex towards the lower boundary showing flatter curvature towards the upper portion. It is also interesting to note that the shape of the slip surface closely resembled the shape of slip surface observed for slide in Siburua dam (Wolfskill and Lambe, 1967)

By estimating c and φ of the rock mass after generating its strength envelope as per Eq. 17 and knowing seepage conditions in the slope in terms of pore pressure (r_p), one could use the stability charts to estimate the factor of safety of a slope.

STABILITY CHARTS FROM FINITE ELEMENT ANALYSIS

Since limit equilibrium methods do not distinguish whether a slope has been formed due to excavation or by construction (Brown and King, 1966), the effect of insitu stresses does not figure in this analysis and tension analysis cannot be carried out, a finite element analysis was carried out on cut slopes to develop stability charts for ready use by the designers.

Elasto-plastic analysis of the rock slopes was carried out using elasto-visco-plastic algorithm taking time as a fictitious parameter (Zienkiewicz and Cormeau 1974) in plane strain. The Mohr-Coulomb failure criterion and also Hoek-Brown criterion were used separately to estimate plastic strains.

Seventy six 8-noded parabolic isoparametric elements with 265 nodes have been used for discretization. Due to symmetry, only half of the excavation was considered for the analysis as shown in Fig. 32. The bottom boundary was fixed at a depth of 3 times the depth of the slope from the crest level whereas the side boundary was fixed at 6 times the depth of excavation. The displacements in the horizontal direction at the lateral boundary and also along the central line of excavation were restrained. The bottom boundary was also considered as fully restrained.

The excavation process was simulated in a single step by applying stresses equal and opposite to the insitu stresses on the excavated boundary making the surface stress free. These applied stresses are calculated and converted to equivalent nodal loads. The equivalent nodal loads are given by

\[ \{R_v\} = \int_v [B]^T \{\sigma\} \, dv \]
\[ T = \text{strain displacement matrix,} \]
\[ \{\sigma\} = \text{initial stress vector, and} \]
\[ dv = \text{elementary volume.} \]

The element stiffness was calculated and assembled once for all. Knowing the assembled stiffness
The unknown displacements were calculated. Strains and subsequently, stresses were determined from these displacements using the strain-displacement matrix and elasticity matrix. The yielding Gauss points were identified by comparing the stress level at every Gauss point with reference to the equivalent linear strength envelope given by the equation (36) where $F$ is the strength reduction factor or trial value of factor of safety, $\sigma_n$ is the normal stress and $c_i$ and $\phi_i$ are the instantaneous cohesion and the angle of frictional resistance. The excess shear stress was then converted to equivalent nodal loads and this whole process was repeated until convergence took place.

$$s = \frac{1}{F} (c_i + \sigma_n \tan \phi_i)$$

FIGURE 33 Criterion for Defining Factor of Safety

Then the excess shear stress is released and redistributed among the neighbouring points in the continuum. The slope was assumed to collapse when the excess shear stress was of such a magnitude that its release and redistribution caused the stress levels of the neighbouring points to exceed their shearing strengths. In this way the failure progressed from one point to another in the continuum which was indicated by lack of convergence with increasing displacement.

The failure was estimated by drawing a curve between the assumed values of factor of safety and the corresponding displacement of a point (preferably the most effected point in the continuum). In Fig. 33 the straight
Figure 34 Development of Yielding Zone with Factor of Safety

For developing stability charts for ready use by the designer, a parametric study was carried out. It was observed that:

(i) the Young's modulus \( E \) affects only the magnitude of the displacements and not the factor of safety;
(ii) the Poisson's ratio \( \nu \) within the range of 0.15 to 0.35 did not influence the factor of safety; and
(iii) the effect of stress ratio \( K \) was insignificant on factor of safety.

The combined effect of \( c, \gamma, H \) and \( \phi \) was considered by introducing a non-dimensional factor \( \lambda \phi = \gamma H \tan \phi/c \) (Janbu, 1954). It was observed that nearly same values of \( \lambda \phi \) were obtained for the same factor of safety and same slope angle. Similarly stability number (Taylor, 1948) \( S''_n = (c/F \gamma H) \), was determined. Figure 35 shows the relationship between \( S''_n \) and \( 1/\lambda \phi \) (using finite element method) for different values of slope angle, \( i \), (Sharma, Ramamurthy and Ailawadi, 1984). In this figure the stability number as per Hoek-Bray charts (1977) are also included. The stability numbers as per limit equilibrium method (LEM) obtained by Hoek-Bray charts are higher than from the finite element method (FEM) suggesting underestimation of factor of safety by the former method. For a 90° rock slope, Hoek-Bray charts underestimate factor of safety by about 38 per cent. As the slope angle of cut slopes in rock decreases, the difference in factors of safety from both the approaches decreases. A better appreciation of the comparison of factors of safety obtained by Hoek-Bray charts and finite element approach can be made from Fig. 36.

Using \( m \) and \( s \) parameters of Hoek-Brown criterion on a similar basis as shown on the foregoing for finite element analysis, stability chart for a dry/drained cut rock slope has been developed (Ramamurthy, Sharma and Ailawadi 1985, Ailawadi 1985). Non-dimensional parameters

\[
\lambda_{ms} = \frac{\sigma_s}{\gamma H m} \quad \text{and stability number, } S''_n = \frac{\sigma_s s^2}{\gamma H F^2}
\]
FIGURE 35 Combined Stability Chart by LEM and FEM

FIGURE 36 Comparison of factors of Safety from FEM and Hoek-Bray Method (1977)
have been developed to form the stability chart linked through slope angle, i, Fig 37. For limit equilibrium approach adopting Bishop's simplified method (1955) similar stability chart was developed and superimposed on that obtained from the finite element method in Fig.37. This figure provides a ready comparison of limit equilibrium and finite element methods. The limit equilibrium method may either underestimate or overestimate depending upon the slope angle and $\lambda_{ms}$ value. For a 90° slope with $\lambda_{ms} = 0.001$, the limit equilibrium method underestimates the factor of safety by as much as 50 per cent. For a slope of 45° and $\lambda_{ms} = 0.001$, this method overestimates the factor of safety by 41 per cent when compared to that given by finite element method. For cases with the combination of $i$ and $\lambda_{ms}$, both the methods suggest similar factors of safety.

A designer will find it quite convenient to use these charts to try various alternatives by choosing any of the methods of analyses i.e. finite element or limit equilibrium method adopting any failure criterion developed either from Mohr-Coulomb (Eq.17) or Griffith (Eq 8) approaches i.e. either using c and $\phi$ or $m$ and $s$ parameters of rock mass.

The primary objective of preparing Figs. 26 to 29, and 35 and 37 was to bring the rigorous and extensively computer oriented analyses within the reach of the designer.

STABILITY OF SQUEEZING GROUND

For the design of support system for tunnels in rock mass, estimation of rock pressures on the supports for any allowed deformation of both the rock mass and the supports is an important consideration for the stability of the tunnel. More often, the magnitude of rock load is estimated based on the qualitative description of the rock mass (Terzaghi, 1946). In such cases deformations produced on the tunnel walls do not figure. Such an analysis to predict rock loads is empirical, solely based on experience gained from the study of designs and some of their failures under specific conditions. This approach in course of time lead to the development of rock mass classification to aid estimation of rock loads.

ROCK MASS CLASSIFICATIONS

The most popular rock mass classifications for the estimation of rock loads are:

(i) Terzaghi's approach (1946), extensively used in India and the USA with steel support system,

(ii) Lauffer's (1958) concept of stand up time, emerging from Stini's work (1950),
(iii) Deere’s (1964) classification introducing rock quality index (RQD) to borelog data and incorporating as such in the classifications developed later on,

(iv) Bieniawski’s (1973) rock mass rating (RMR) varying from 0 to 100 and taking into consideration of Deere’s RQD, strength of intact rock, extent of weathering, joint spacing, their separation and continuity, ground water flow conditions and orientation of attitudes of joints—an approach attracting considerable attention,

(v) Barton, Lien and Lunde (1974) defining the quality of rock mass (Q) in terms of RQD, joint number, joint roughness, joint alteration, joint water condition and stress reduction factor with the range of rating varying from 0.001 to 1000.

New Austrian Tunnelling Method (Rabecewicz 1965, 1969) is essentially a design-construct-modify approach falling into the category of observational approach. Instrumentation, observation and monitoring of tunnel behaviour during construction and modifying suitably the support system is adopted to achieve the desired performance of the tunnel boundaries.

Analytical approaches have been extensively used and verified with the empirical approaches for the estimation of rock pressures and deformations predicted. No theoretical approach is able to consider comprehensively the influence of method of excavation, rigidity of supports in relation to the surrounding mass, time of installation of supports, progress of broken zone around the tunnel, the mechanism of contraction and expansion within this zone, the nature of variation of modulus and strength, in addition to the factors effecting the rock mass performance as indicated by RMR or Q-systems. Because of the complexities involved in characterising the rock mass it is often simplified to arrive at a workable solution. The assumption of a continuum so as to characterise rock mass with average properties has been made for massive unfractured or very heavily fractured rock mass. This assumption of continuum is not valid when well defined joint sets are present. But recently, use of RMR or Q-system of classifying discontinuous rock mass is also being treated as a continuum (Hoek and Brown, 1980 as per Eq 8).

Squeezing ground condition results when the rock mass rating is low and the insitu or overburden pressure is high. Upon excavation, the tunnel walls advance slowly without perceptible volume changes due to overstressing of rock mass around the tunnel. Squeezing ground will also be noticed on the advancing face and heaving of invert.

For squeezing ground around circular tunnels, realistic solutions are available from

(i) elasto-plastic analysis, and

(ii) elasto-strain-softening-plastic analysis.

**ELASTO-PLASTIC ANALYSIS**

Assuming rock mass to be isotropic, homogenous and semi-infinite, an approximate analysis of the stress around a circular opening located above water table and subjected to an anisotropic stress field was given by Daemen (1975). The support pressures required at the crown and spring levels can be estimated from the extent of circular broken zone developed around the circular tunnel. Though the broken zone is supposed to develop instantaneously, and no variation of shear strength parameters is supposed to take place, the corresponding displacements cannot be predicted. The rock in the broken zone is supposed to have reached residual stage while the zone beyond broken mass is to respond as per Mohr-Coulomb criterion. For hydrostatic insitu rock stress, the support pressure \( p_i \) is given by

\[
p_i = \left[ p_0 \left(1 - \sin \phi \right) - c \cos \phi + c, \cot \phi \right] M_\phi - c, \cot \phi,
\]

where

\( p_0 \) = hydrostatic insitu stress equal to the over burden pressure,

\( \phi \) = friction angle or rock mass in the elastic zone, (outside the broken one)

\( c \) = cohesion of rock mass in the elastic zone,

\( \phi_r \) = residual friction angle in the broken zone,

\( c_r \) = residual cohesion in the broken zone,

\( M_\phi = (a/b)^{-1} \),

\( a \) = radius of tunnel,

\( b \) = radius of broken zone, and

\[
\alpha = \frac{2 \sin \phi}{1 - \sin \phi}
\]
Assuming $c_r = 0$ for the broken rock mass, Eq. 37 reduces to

$$p_1 = [p_0 (1 - \sin \phi) - c \cos \phi] M \phi$$  \hspace{1cm} (38)

The above expression provides only the support pressure without referring to the closure occurring in the tunnel due to squeezing ground condition. In order to generate a ground reaction curve with Eq. 38, Labasse's (1949) expression for estimating radial rock deformation accounting for volume expansion during fracturing is often adopted (Singh 1978, Dube 1979, Jethwa, Dube and Singh, 1985). The radial deformation $u_i$ is given as per Labasse (1949).

$$u_i = a - \sqrt{a^2 - (b^2 - a^2)k}$$  \hspace{1cm} (39)

where

$k = \text{coefficient of volumetric expansion of broken rock mass.}$

For different ratio of $b/a$, corresponding values of $u_i$ are obtained for the estimation of ground reaction curve. Though Labasse suggested $k = 0.12 - 0.15$ for soft rocks, but Jethwa, Dube and Singh (1985) suggested much lower values as given in Table 13. Why a soft plastic clay is supposed to have higher volume of expansion than the fractured rock is not understandable?

The values of $c$ and $\phi$ for the rock mass are obtained from the known values of RMR as suggested by Bieniawski (1974). These values cannot be considered to be constant irrespective of the confining stress (hydrostatic stress). A better way to estimate $c$ and $\phi$ would be by using Eq. 17. The residual friction angle may be obtained either from laboratory tests or from published literature. From back analysis, Jethwa, Dube and Singh (1985) provide guidelines for choosing $\phi_r$, as per Table 14 based on the extent of broken zone, $b$.

**TABLE 13**

**SUGGESTED VALUES OF $k$ FOR DIFFERENT MATERIALS (JETHWA, DUBE AND SINGH, 1985)**

<table>
<thead>
<tr>
<th>Rock</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highly jointed phyllites</td>
<td>0.003</td>
</tr>
<tr>
<td>Soft Sandstones</td>
<td>0.004</td>
</tr>
<tr>
<td>Crushed and sheared shales</td>
<td>0.005</td>
</tr>
<tr>
<td>Soft plastic clays</td>
<td>0.01</td>
</tr>
</tbody>
</table>

**TABLE 14**

**SUGGESTED VALUES OF $\phi_r$ (JETHWA, DUBE AND SINGH, 1985)**

<table>
<thead>
<tr>
<th>Radius of broken zone, $b$</th>
<th>$\phi_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-4</td>
<td>($\phi - 5^\circ$)</td>
</tr>
<tr>
<td>4-8</td>
<td>($\phi - 8^\circ$)</td>
</tr>
<tr>
<td>8-12</td>
<td>($\phi - 10^\circ$)</td>
</tr>
</tbody>
</table>

Published literature suggests much lower values of $\phi_r$ than those given in Table 14. Arenaceous, chemical and other fine grained rocks often show values of $\phi_r$ less than 15°.

The very fact that the value of $\phi_r$ decreases with increasing extent of broken zone suggest that residual stage is not reached in the broken mass. The value of friction angle in the broken zone could as well be estimated depending upon the extent of change that has taken place in RMR. The change in RMR in the broken zone should enable estimation of the change in the friction angle as per Eq. 17. The rating of the rock mass has to be estimated...
only after the excavation is carried out. No data is available to guide the estimation of the change in the rating of rock mass with change in stress field.

The extent of broken zone can be estimated by either

(i) assuming $b/a = 3$,
(ii) measuring radial closure in the tunnel and using Eq. 39, or
(iii) instrumenting the broken zone around the tunnel and measuring the radial displacements at various locations along the radial directions.

ULTIMATE ROCK PRESSURE

The ultimate rock load which is likely to act on the support system was suggested (Jethwa, Singh and Singh 1984) on the basis of Daeman's (1975) solution and also considering circular tunnel as a thick cylinder. The ultimate rock load $P_{ul}$ is given as

$$P_{ul} = \frac{D}{P_0} M \left(1 - \sin \phi \right) \left(1 - \frac{c_{fm}}{2P_0} \right)$$

where

$c_{fm}$ = uniaxial compressive strength of rock mass which can be estimated from Eq. 15.

$P_0$ = hydrostatic stress around the tunnel,

$$D = \frac{(r_c/a)^\alpha - (a/r_c)^2}{1 - (a/r_c)^2}$$

$r_c$ = radius of compacting zone (assumed equal to 0.4$b$), and

$b$ = radius of the broken zone.

Other symbols are as defined for Eq. 37.

Equation 40 implies that when the hydrostatic stress field has a value of about half that of the unconfined compressive strength of the rock mass, the ultimate rock load is insignificant. On the contrary, in the case of weak rocks this pressure was found to be about 30 per cent of the over-burden while in strong rocks it is about 15 per cent.

This approach is also not adoptable directly to develop ground reaction curve to arrive at the design of suitable support system to absorb radial convergence.

ELASTO - STRAIN - SOFTENING PLASTIC ANALYSIS

When a rock mass is excavated for creating a circular tunnel, institu stress release results in redistribution of stresses on the tunnel walls and in the surrounding mass. Under squeezing ground conditions, radial movements set in resulting in reduction of stresses in the surrounding rock mass. If a support system is introduced, it is supposed to counter the rock load and arrest or permit only desired magnitude of closure. The load transferred to the support is a function of the closure of tunnel allowed and the deformability or adoptability of the support system. Figure 38 explains this ground support interaction. Ground reaction curves for short term and long term basis are represented by AE and AF respectively. Long term load on supports is higher due to creep or deterioration in the surrounding rock mass. If a support has to be placed immediately after the excavation (i.e. without any closure), the lining has to be rigid to withstand the load corresponding to OA or corresponding to $B$ or $D$ with increasing flexibility of support on a short term basis. On long term basis this flexible support when placed would have to counter ground reaction corresponding to $B'$ instead of $B$.

To optimize the support system it is always essential to allow closure of tunnel and erect the support system either rigid as GC or flexible as GD. The support system is best when it is installed either at $H$ with a rigid system or earlier to $H$ with a flexible system, alternatively with a rigid system leaving cushioning behind the lining. If shotcreting or any ground improvement is adopted, the support system will have to withstand lower rock load, may be as given by GI or HJ. The support reaction curve need not necessarily be straight as OB, it could as well follow along OKB in the case of a collapsing support or OLB for a stiffening support.

This convergence confinement approach appears to be the only method of evolving an optimal design for circular tunnels. Brown et al. (1983) suggested a method for determining the ground convergence utilizing the finite difference technique to work out the stresses, strains and displacements. Hoek-Brown nonlinear criterion
was adopted for the solution of circular tunnel under hydrostatic stress field. The rock material is assumed to respond as an elastic-strain-softening-plastic material having three distinct zones around the tunnel, namely:

(i) an elastic zone away from the tunnel,
(ii) an intermediate plastic zone in which the stresses and strains respond to strain softening stage, and
(iii) an inner plastic zone in which the stresses are limited by the residual strength of rock mass.

This model of rock mass behaviour is presented in Fig. 39.

The entire zone around the tunnel is assumed to consist of a number of thin concentric annuli. The radii, stresses, and strains at the two surfaces of the annular ring are assumed as

\[ r_1, \sigma_{r1}, \varepsilon_{r1}, \varepsilon_{r1}' \text{ and } r_2, \sigma_{r2}, \varepsilon_{r2}, \varepsilon_{r2}' \]

respectively. If the stresses at one surface and the radii and the strains at both the surfaces are known, the corresponding stresses at the other radius can be determined by using finite difference technique. To start with the radius of the broken zone, the stresses and the strains are determined assuming the material to be elastic-brittle-plastic for which case closed form solution is available. The first ring has one radius as the elasto-plastic boundary and the other within strain softening zone. Utilizing known values at one radius from the closed form solution, the parameters at the second radius are determined. The procedure is repeated for each annular ring, till the calculated radial stress equals the given internal pressure of the tunnel. Since this happens only at the actual tunnel boundary, all the radii calculated earlier are suitably modified. This gives the radius of yielding zone and the stresses and strains within it.
Brown et al's (1983) method of calculating ground convergence, based on finite difference techniques, has been modified to incorporate integration within the thin annular rings. Comparing the results for particular cases for which closed form solutions are available, it is seen that the modified procedure is more efficient as the iteration cycle converges faster and the results are closer to those obtained from closed form solutions.

The finite difference approximation gives

\[ r_2 = r_1 \left[ \frac{2 \varepsilon_{r_2} - \varepsilon_{r_1} - \varepsilon_{r_2}}{2 \varepsilon_{r_2} - \varepsilon_{r_1} - \varepsilon_{r_2}} \right] \] ...

(42)

The exact integration gives

\[ r_2 = \frac{r_1}{\left[ \frac{(h + 1) \varepsilon_{r_2} - (h - 1)}{2 \varepsilon_{r_2} - \varepsilon_{r_1} - \varepsilon_{r_2}} \right]^{1/(h+1)}} \] ...

(43)

Experimental evidence from tests conducted using a stiff testing machine shows that the relationship
between axial and radial strains in a failing rock is non-linear. The following relationship has been used for calculating tunnel convergences,

\[ \varepsilon_3 = -h \cdot \varepsilon_1 \]

where \( h = h_1 - h_2 \left( 1 - \frac{\varepsilon_{1e}}{\varepsilon_1} \right) \)

\( \varepsilon_3 \) = minor principal strain in yielding zone,
\( \varepsilon_1 \) = corresponding major principal strain,
\( h_1 \) = constant, equal to initial tangent of \( \varepsilon_1 \) vs \( \varepsilon_3 \) curve,
\( h_2 \) = constant by which amount the tangent to \( \varepsilon_1 \) vs \( \varepsilon_3 \) reduces as \( \varepsilon_1 \) goes to infinity, and
\( \varepsilon_{1e} \) = major principal strain corresponding to peak yield strength.

With the modified approach of Brown et al (1983) as suggested by Sharma (1985), a parametric study of various factors affecting ground convergence, radius of broken zone and stress distribution was carried out in order to establish the relative importance of these factors in the design of tunnel. The influence of the following parameters was studied for a range of values of:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>0.7</td>
</tr>
<tr>
<td>( s )</td>
<td>0.004</td>
</tr>
<tr>
<td>( \sigma_c )</td>
<td>27.5 MPa</td>
</tr>
<tr>
<td>( E_m )</td>
<td>1380.0 MPa</td>
</tr>
<tr>
<td>( \mu )</td>
<td>0.25</td>
</tr>
<tr>
<td>( P_o )</td>
<td>3.3 MPa</td>
</tr>
<tr>
<td>( m_1 )</td>
<td>0.025</td>
</tr>
<tr>
<td>( s_r )</td>
<td>0.0</td>
</tr>
<tr>
<td>( h_1 )</td>
<td>2.5</td>
</tr>
<tr>
<td>( h_2 )</td>
<td>1.5</td>
</tr>
</tbody>
</table>

![Figure 40](image-url) **Figure 40**: Influence of Extent of Ground Softening on Tunnel Closure
(i) peak strength,
(ii) residual strength,
(iii) modulus of elasticity,
(iv) rate of strain softening; defined by $\alpha'$ as the ratio of principal strain to reach residual strength to the strain required to reach peak strength, and
(v) dilation characteristics of rock mass.

The following are some of the salient observations:

(i) The convergence curve and the radius of broken zone are marginally influenced by changes in the dilation characteristics of rock mass and ratio of peak strength to residual strength for varying values of residual strength with constant peak strength.

(ii) The rate of strain softening as defined by $\alpha'$ has significant influence on ground reaction curve and the radius of broken zone for values of $\alpha'$ less than 3.5. But, for values of $\alpha' = 3.5$ to infinity, the influence is negligible. Most fractured rock masses, particularly in the Himalayan region, exhibit a value, of $\alpha'$ greater than 3.5. Therefore, the influence of rate of strain softening from peak to residual stage may not be important, as shown in Fig. 40.

(iii) The peak strength and modulus of elasticity have pronounced effect on the ground reaction curve and radius of broken zone around the circular tunnel. Figure 41 shows typical strength envelopes in terms of Mohr-Coulomb criterion for uniaxial compressive strength of intact rock of 27.5 MPa. The corresponding values of $m$ and $s$ as per Hoek-Brown criterion are also

![Figure 41 Equivalent Mohr-Coulomb Envelopes for Different Rock Masses](image-url)
indicated on these strength envelopes along with rock mass rating values. The analysis revealed (Sharma 1985) that for strong rock masses the ground reaction curve is essentially a straight line (for $m = 3.5$, $s = 0.1$). For weaker rocks it decays exponentially.

Figure 42 suggests that for strong rocks the radius of the broken zone is the same as the radius of the tunnel i.e. no plastic zone is developed. For a weak rock mass with RMR=44 having $m = 0.34$ and $s = 0.0001$, for $p/p_0 = 0.1$, the radius of broken zone would be about 4 times the radius of the tunnel. Figure 43 shows that the plastic strains are negligible in the case of strong rock mass and the ratio of total radial deformation (due to elastic and plastic strains), $u_r$, increases rapidly in the case of weak rock formations. The variation of closure ($u/r$) with rock mass rating is shown in Fig. 44. The influence of the modulus of elasticity on the radial deformation is presented in Fig. 45.

![Figure 42 Variation of Broken Zone with Rock Mass Rating](image1)

![Figure 43 Influence of RMR on Elastic and Plastic Components of Closure](image2)
Other assumed data

\[ E_m = 1380 \text{ MPa} \quad \mu = 0.25 \]
\[ m_r = 0.025 \quad s_r = 0.0 \]
\[ \alpha = 3.5 \quad h_1 = 2.5 \]
\[ h_2 = 1.5 \quad \sigma_c = 27.5 \text{ MPa} \]
\[ p_0 = 3.3 \text{ MPa} \quad r_l = 5.33 \text{ m} \]

**FIGURE 44** Influence of RMR on Tunnel Closure

**FIGURE 45** Influence of Modulus of Rock on Closure
**Approximate Relation for Ground Reaction Curve**

In order to avoid rigorous calculations as suggested in the foregoing, a simple approximate expression is suggested linking \( \frac{u}{r_1} \) with \( \frac{p}{p_o} \) through \( \alpha \), of intact rock, \( (\alpha - \alpha_m) \) of rock mass and \( J_n E/K_n \), where \( J_n \) = number of joints per meter length, \( E \) = modulus of elasticity of intact rock, and \( K_n \) = joint stiffness.

From theoretical analysis (Singh, 1973),

\[
J_n E/K_n = \left( \frac{E}{E_m} - 1 \right)
\]

This relationship is given as

\[
(\frac{u}{r_1}) 10^3 = 1 + \frac{0.0525 J R_1}{(p_i/p_o)^{R_2}}
\]

where

\[
J = J_n E / K_n
\]

\[
R_1 = \left[ \frac{1}{\ln \left( \frac{\alpha_f - \alpha_3}{p_0} \right)} \right]^{0.5}
\]

and

\[
R_2 = \left[ \frac{1}{\ln \left( \frac{\alpha_f - \alpha_3}{p_0} \right)} \right]^{0.15}
\]

The values of \( (\alpha - \alpha_m) \) of rock mass can be obtained from Eq. 17 whereas \( E_m/E \) may be obtained from Eq. 24 or Eq. 25 or from the tests conducted in the laboratory and field to evaluate \( J_n, E \) and \( K_n \).

A comparison of radial deformation obtained from this simple empirical Eq. 45 with the rigorous approach presented in Table 15 suggest its reliability.

A comparison of ground reaction response predicted for Giri and Yamuna tunnels with the observed values of support pressures and actually measured radial deformations is shown in Fig. 46 and 47. The comparison is definitely encouraging. Even in the case of the Kielder experimental tunnel, a reasonably good agreement has been observed as shown in Fig. 48.
Rock cover = 380 m  
Ex. Dia. = 2.1 m  
E = 10^5 kg/cm²  
RMR = 34

(i) Measured
  \( p_i = 2.24 \text{ kg/cm}^2 \)

(ii) Predicted (Eqn. 45)
  \( p_i = 1.9 ; 4.75 \text{ kg/cm}^2 \)
  \( U_i = 21 ; 57.1 \text{ cm} \)

(iii) Terzaghi
  \( p_i = 2.3 - 4.4 \text{ kg/cm}^2 \)

FIGURE 47 Ground Convergence Curve--Girl Hydel Project

FIGURE 48 Comparison Between Experimental and Calculated Ground Reaction Curves--Kielder Experimental Tunnel, U.K.
ROCK MASS CLASSIFICATION BASED ON GROUND CONVERGENCE

Based on an extensive study of parameters influencing ground reaction curve as indicated above one could suggest categorisation of rock mass based on the prediction of ground convergence value. Such a classification will enable making a decision on the type of support system to be adopted. The classification proposed is presented in Table 16.

In Eq. 13 by inserting $\sigma_3 = p_o$ and assuming $p_o = \sigma_c$ this equation reduces to

$$\frac{\sigma_1 - \sigma_3}{\sigma_3} = B$$

i.e. $\frac{\sigma_1}{\sigma_3} = B + 1$  \(\cdots(46)\)

By referring to various values of $B$ (from 1.8 to 3.0) suggested for different rocks in Table 5, Eq. 46 gives $\sigma_1/\sigma_3$ varying from 2.8 to 4.0. The brittle-ductile boundary as suggested by Mogi (1965) exists for values of $\sigma_1/\sigma_3$ varying from 3 to 5; more often 3.4 is assumed. This comparison (with Eq. 46) suggests that when the confining pressure (or insitu hydrostatic stress) is same or higher than the unconfined compressive strength of rock, one would expect onset of ductile behaviour of the rock. Therefore, by adopting the ratio of confined compressive strength to insitu stress, one may also suggest the possibility of the occurrence of squeezing ground condition when tunnels are excavated. Based on the parametric study, consideration of Eqs. 13 and 46 and the finding of

<table>
<thead>
<tr>
<th>TABLE 15</th>
<th>COMPARISON OF GROUND CONVERGENCE OBTAINED FROM THE CORRELATION WITH THAT FROM RIGOROUS PROCEDURE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P/P_o$</td>
<td>$u/r \times 10^{-3}$ for different rock mass strength parameters</td>
</tr>
<tr>
<td></td>
<td>$m=0.34, s=0.0001$</td>
</tr>
<tr>
<td></td>
<td>$(\sigma_1-\sigma_3)/p_o=1.6969$</td>
</tr>
<tr>
<td></td>
<td>$E=1380.00$ MPa</td>
</tr>
<tr>
<td></td>
<td>$m=0.14, s=0.0001$</td>
</tr>
<tr>
<td></td>
<td>$(\sigma_1-\sigma_3)/p_o=1.090/9$</td>
</tr>
<tr>
<td></td>
<td>$E=1380$ MPa</td>
</tr>
<tr>
<td></td>
<td>$m=0.7, s=0.004$</td>
</tr>
<tr>
<td></td>
<td>$(\sigma_1-\sigma_3)/p_o=0.047$</td>
</tr>
<tr>
<td></td>
<td>$E=1380$ MPa</td>
</tr>
<tr>
<td></td>
<td>$P/P_o$</td>
</tr>
<tr>
<td></td>
<td>Rigorous Method by Eq. 45</td>
</tr>
<tr>
<td>0.05</td>
<td>8.7 by 8.8</td>
</tr>
<tr>
<td>0.10</td>
<td>4.6 by 4.6</td>
</tr>
<tr>
<td>0.20</td>
<td>3.0 by 2.7</td>
</tr>
<tr>
<td>0.30</td>
<td>2.3 by 2.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 16</th>
<th>CONVERGENCE CLASSIFICATION AND SQUEEZING GROUND CONDITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>1              2              3              4              5</td>
</tr>
<tr>
<td>$u/r_1 \times 10^{-3}$</td>
<td>Elastic</td>
</tr>
<tr>
<td>Rock mass response</td>
<td>non-squeezing</td>
</tr>
<tr>
<td>Squeezing condition $\sigma_{cm}/p_o$</td>
<td>&gt;1</td>
</tr>
<tr>
<td>Suggested support system</td>
<td>no support</td>
</tr>
</tbody>
</table>
Mogi, the guidelines suggested tentatively for estimating the extent of squeezing ground condition are presented in Table 16. This table provides a useful link between squeezing ground condition, corresponding convergence and the possible support to be adopted for the stability of tunnel walls.

CONCLUDING REMARKS

In this lecture my attempt has been to bring out how strength of (both intact-isotropic and anisotropic) rocks and rock mass could be predicted in a simple manner from the unconfined compressive strength of intact rock, quantification of lithology and rock mass quality. The failure criterion proposed for rocks and rock masses appears to be promising. In quantifying the quality of rock mass the location, orientation and spatial distribution of joints, presence or otherwise of anisotropic effect in relation to \( \alpha/p \) and modulus of rock mass should find more prominent place in the rock mass classification in addition to the strength and condition of joints. The criterion proposed for rock mass requires to be examined in the light of the field data forthcoming in future.

Stability of slopes in rock mass could be assessed with the help of more accurate methods of analyses like variational and finite element methods and could be compared with conventional approaches by using charts prepared on the basis of modified Mohr-Coulomb and Griffith theories.

Under squeezing ground conditions estimation of ground reaction curve from field and laboratory test data using a simple expression enables designers to carry out the analysis of circular tunnels with speed and reliability.

Whatever works we undertake either for dams, tunnels or roads, we should make a conscientious effort to adopt at least the following line of action:

(i) Classify rock and rock mass as per lithology, rock mass rating and rock mass quality,
(ii) Estimate unconfined and confined strengths of intact rock and develop strength envelope,
(iii) Conduct field tests to estimate unconfined compressive strength and modulus of rock mass.
(iv) Estimate in situ stress state,
(v) Using the above data develop strength envelope for rock mass, and obtain \( c \) and \( \phi \) or \( m \) and \( s \) for the rock mass,
(vi) Using the strength parameters design rock slopes with the help of charts. Whenever a rock slope has failed, assess its stability and refine the data obtained from steps (i) to (v). In the case of tunnels in the Himalayan region, prepare ground reaction curve as suggested, measure rock loads and closures by instrumenting. Design the support system and study its performance. Refine the parameters in steps (i) to (v).

We should concentrate on judicious instrumentation and monitoring and initiate active research on rock mass.

I hope with this approach we should be able to refine our present state of understanding of rock mass in unconfined and confined states.
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